®

Validation of the SCEC Broadband Platform
V14.3 Simulation Methods Using
Pseudospectral Acceleration Data

by Douglas S. Dreger, Gregory C. Beroza, Steven M. Day, Christine A.
Goulet, Thomas H. Jordan, Paul A. Spudich, and Jonathan P. Stewart

Online Material: Figures showing bias of PSA between data
and simulations and between GMPEs and simulations for val-
idation events and scenarios.

INTRODUCTION

This article summarizes the evaluation of ground-motion sim-
ulation methods implemented on the Southern California
Earthquake Center (SCEC) Broadband Platform (BBP),
version 14.3 (as of March 2014). A seven-member panel, the
authorship of this article, was formed to evaluate those meth-
ods for the prediction of pseudospectral accelerations (PSAs) of
ground motion. The panel’s mandate was to evaluate the meth-
ods using tools developed through the validation exercise
(Goulet et al., 2015) and to define validation metrics for the
assessment of the methods™ performance. This article summa-
rizes the evaluation process and conclusions from the panel.
The five broadband, finite-source simulation methods on the
BBP include two deterministic approaches herein referred to as
CSM (Anderson, 2015) and UCSB (Crempien and Archuleta,
2015); a band-limited stochastic white noise method called
EXSIM (Atkinson and Assatourians, 2015); and two hybrid
approaches, referred to as G&P (Graves and Pitarka, 2015)
and SDSU (Olsen and Takedatsu, 2015), which utilize a deter-
ministic Green’s function approach for periods longer than 1 s
and stochastic methods for periods shorter than 1 s.

Two acceptance tests were defined to validate the broadband
finite-source ground-motion simulation methods (Goulet ez 4l,
2015). Part A compared observed and simulated PSAs for periods
from 0.01 to 10 s for 12 moderate-to-large earthquakes located in
California, Japan, and the eastern United States. Part B compared
the median simulated PSAs with published Next Generation
Attenuation-West 1 (NGA-West 1) (Abrahamson and Silva,
2008; Boore and Atkinson, 2008; Campbell and Bozorgnia,
2008; Chiou and Youngs, 2008) ground-motion prediction
equations (GMPEs) for specific magnitude and distance cases, us-
ing a pass—fail criterion based on a defined acceptable range
around the spectral shape of the GMPEs. For the initial part A
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and part B validation exercises during the summer of 2013, the
software for the five methods was locked in at version 13.6
(v13.6; see Maechling ez al., 2015). In the spring of 2014,
additional moderate events were considered for the part A val-
idation, and additional magnitude and distance cases were con-
sidered for the part B validation, for the software locked in at
version 14.3 (v14.3). Several of the simulation procedures, spe-
cifically UCSB and SDSU, changed significantly between v13.6
and v14.3. The CSM code was not submitted in time for the
v14.3 evaluation, and its detailed performance is not addressed
in this article.

As described in Goulet ez 4l (2015) and Maechling ez al.
(2015), the BBP generates a variety of products, including
three—componcnt acceleration time series. A series of postprocess-
ing codes were developed to provide individual component PSAs
and average median horizontal-component PSA (referred to as
RotD50; Boore, 2010) for oscillator periods ranging from 0.01
to 10 s, as well as median PSA values computed using the
NGA-West 1 GMPEs. The BBP was also configured to provide
statistical analysis of simulation results relative to recordings (part
A) and GMPEs (part B), as described further in the sections below.

As part of our evaluation, we reviewed documentation
provided by each of the developers, which included the tech-
nical basis behind the methods and the developer’s self-
assessments regarding the extrapolation capabilities (in terms
of magnitude and distance ranges) of their methods. Two
workshops were held in which methods and results were pre-
sented, and the panel was given the opportunity to question
the developers and to have detailed technical discussions. A
SCEC report (Dreger et al., 2013) describes the results of this
review for BBP v13.6. This article summarizes that work and
presents results for the more recent BBP 14.3 validation.

PART A EVALUATION METRICS AND
VALIDATION RESULTS

The part A validation involved the comparison of simulated
and observed PSAs for 12 carthquake events. As described
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further in Goulet ez 4l (2015), 40 stations were selected for
each event that provided good azimuthal and site-source dis-
tance coverage. RotD50 PSA was computed from the two hori-
zontal components for 63 discrete periods ranging from 0.01
to 10 s. For each method and for each validation event, S0
realizations of the slip and rupture kinematics were simulated.

The basis for the data-to-simulation comparison was prin-
cipally in terms of residuals of RotD50 PSAs (® Fig. S1, avail-
able in the clectronic supplement to this article). For a given
period, the residual is defined as the difference between the
natural logarithm of the observed PSA (data) and the simula-
tions (model), which can be written as In(data/model). Positive
residuals indicate an underprediction of the PSAs from the
models, and negative residuals correspond to an overprediction.
Although residuals were computed at each of the 63 periods
considered, they were aggregated into four period bins (0.01-
0.1's,0.1-1s, 1-3 s, and >3 s) and into four distance bins
(0-5 km, 5-20 km, 20-70 km, and larger than 70 km) to facili-
tate the interpretation. ® Figure S1 shows the residuals for
these selected bins. Because of the period grouping, there is
potential for period-dependent trends in residuals yielding a
mean of zero in a given bin. For this reason, our interpretations
are based not on within-bin means, but instead upon a com-
bined goodness-of-fit (CGOF) parameter, taken as the equally
weighted sum of the absolute value of the mean residuals and
the mean of the absolute value of the residuals:

CGOF = % |{In(data/model))| + % (|In(data/model)]), (1)

in which () denotes computation of the mean and || the
absolute value.

For each of the 12 validation earthquakes, residuals were
computed from the 50 source realizations and selected stations
(up to 40 if available). Because of the large number of residuals,
nonzero means, or nonzero CGOF, can be interpreted as bias.
Optimal bias is zero. We based our evaluations on bias ex-
pressed as CGOF values for residuals binned according to the
aforementioned period and distance ranges using rules defined
in the following section. Accordingly, CGOF values for an indi-
vidual bin are based on all source realizations, observations
(data) within the applicable distance range, and residuals
within the applicable period range.

We identified three ways of interpreting the CGOF results.
The first was to apply reasonable pass/fail thresholds, described
below, to the relatively simple CGOF metrics. In addition, be-
cause PSAs for a specific event can be biased high or low due to
unaccounted-for aspects of the sources (such as stress drop), a
second approach was used to account for such possible event
bias or event terms. In this approach, CGOF is normalized with
corresponding values obtained from the NGA-West 1 GMPEs.
Because the GMPEs are constructed from many events, they
represent a population average; and, if a given event is biased
with respect to the GMPE average and also biased with respect
to the simulation results, this could be indicative of a nonzero
event term. Thus the normalization of the CGOF with its
counterpart from a GMPE potentially adjusts for such bias,
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as well as providing an indication of whether a simulation
method’s performance is superior to that of the GMPE. The
third approach was to evaluate potential distance trends in the
residuals using averaged residuals for the four distance bins. We
evaluate the slope of a linear fit in residual-log distance space; if
zero slope is within the 95% confidence of the mean, the sim-
ulations are providing ground motions with a distance depend-
ence (or attenuation level) that is grossly compatible with the
data. This distance test builds on previous work by Star ez 4/.
(2011). The three metrics and their evaluation are described in
the subsections that follow.

CGOF Pass Thresholds for Distance and Period Ranges
Figure 1 shows CGOF values organized into columns corre-
sponding to the four methods in BBP v14.3 (UCSB, EXSIM,
G&P, and SDSU) and the average of the NGA-West 1 GMPEs.
The columns are grouped into the four period bins, and the
rows are grouped into the four distance bins. Each row within a
distance bin shows results for one of the 12 scenario events.
Following the event-specific results, regional averages are pro-
vided for California (CA), central and eastern North America
(CENA), and all events, including Japan (ALL). In each cell,
the CGOF value is given in natural log units.

The thresholds adopted in the BBP evaluation are subjec-
tive. A CGOF exceeding a factor of 2.0 (0.69In units) was
judged to be a “fail” condition, whereas a CGOF less than a
factor of 1.4 (0.35 In units) was given a “pass.” To provide per-
spective on this choice, we note that an amplitude shift of
0.35In units at long period and large distance corresponds to
an event magnitude shift of 0.1 units, based on the moment
magnitude relationship. Moreover, the acceptance criterion for
the part B validation, discussed in the next section, is, on aver-
age, a range of £1.46 or £0.381n units.

Many of the simulation methods produce fail conditions
for the 0-5 km distance range, which results in part from a
small number of observations and difficulties in fitting data at
these distances (Fig. 1). Three events (Alum Rock, Landers,
and Rivi¢re-du-Loup) stand out as being problematic for all
methods in different distance and period bins. As shown in
Figure 2, normalizing the CGOFs from simulations with those
from NGA-West 1 GMPEs indicates that some of the bias
for Alum Rock and Landers is likely due to event terms, which
in turn suggests that there are unaccounted-for deviations
between the actual source and the average source behavior, as
characterized by the simulation method source generators. The
nonzero event terms indicate similar issues with the average
source term in the GMPEs.

In the 5-20 and 20-70 km distance ranges, all of the
tested methods perform well on average in the 0.01-0.1 s,
0.1-1.0 s, and 1-3 s period bands. The two Japanese cases show
problems at periods longer than 1 s and distances greater than
70 km that are possibly caused by strong surface waves pro-
duced by the simplified and uncalibrated crustal velocity model
used. At larger distances (70-200 km), all of the methods show
problematic cases considering the £0.35In unit threshold,
although many of the marginal cases meet the pass threshold
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Combined Metric Performance Level

|Within Threshold| Potential Issues | Problematic
0.01 < PSA Period Range <0.1s| 0.1 < PSA Period Range<1s 1 < PSA Period Range <3 s PSA > 3s
Event (M, , Mech.) UCSB |EXSIM| G&P | SDSU [GMPE| UCSB [EXSIM| G&P | SDSU |GMPE| UCSB |EXSIM| G&P | SDSU [GMPE| UCSB [EXSIM| G&P | SDSU | GMPE
Chino Hills (5.39, ROBL)
Alum Rock (5.45, SS) 0.65
Whittier Narrows (5.89, REV)
North Palm Springs (6.12, ROBL) 0.25| 0.38| 0.13| 0.36| 0.16 0.23| 0.11] 0.27| 0.16 0.20| 0.47( 0.51| 0.15] 0.41] 0.08 0.50
Tottori (6.59, SS) 0.20 0.13( 0.40| 0.23 0.41| 0.59( 0.46| 0.62 0.19| 0.14( 0.17| 0.11 0.23| 0.30| 0.31| 0.41
E Niigata (6.65, REV)
o Northridge (6.73, REV)
.Iél. Loma Prieta (6.94, ROBL) 0.27| 0.29( 0.18| 0.26] 0.25] 0.58| 0.29| 0.25| 0.33[ 0.21 0.30| 0.33] 0.59] 0.43] 0.34] 0.39 0.39] 0.31
o | Landers (7.22,59) 0.28]_0.55] 0.45] 0.69 0.61] 0.58] 0.53(1094|N225|N03| 0.45| 0.44 |00
o Riviere-du-Loup (4.6 REV)
Mineral (5.68 REV)
Saguenay (5.81 REV)
Average CA 0.45| 0.33 0.27| 0.34| 0.35 0.25| 0.25( 0.29| 0.34 0.50| 0.45| 0.47| 0.46 0.54| 0.40( 0.39| 0.45
Average CENA
Average ALL 0.38| 0.36[ 0.25| 0.29]| 0.30, 0.27| 0.29( 0.31] 0.30 0.43| 0.41] 0.43| 0.41 0.43| 0.38( 0.37| 0.43
Chino Hills (5.39, ROBL) 0.27| 0.17 0.23| 0.45 0.39| 0.31| 0.34| 0.26 0.64 0.65| 0.15
Alum Rock (5.45, SS) 0.32| 0.52 0.19| 0.48 0.28| 0.43( 0.21| 0.33 0.38 0.44| 0.34
Whittier Narrows (5.89, REV) 0.40| 0.28| 0.36| 0.36 0.30- 0.32 0.27| 0.28| 0.21] 0.46| 0.21| 0.47| 0.55| 0.44| 0.21
North Palm Springs (6.12, ROBL) 0.48| 0.23| 0.31| 0.22| 0.25] 0.64| 0.27| 0.33] 0.29| 0.28] 0.65| 0.26| 0.42| 0.48| 0.39| 0.31 0.29| 0.15| 0.15| 0.45
Tottori (6.59, SS) 0.39| 0.47| 0.36| 0.31| 0.60] 0.44 0.21] 0.40| 0.23| 0.60] 0.47| 0.21| 0.27| 0.25 0.22| 0.54 0.37| 0.25| 0.24| 0.22
5 Niigata (6.65, REV) 0.43| 0.34| 0.36| 0.34| 0.48] 0.62 0.39| 0.32| 0.23| 0.42] 0.18| 0.34| 0.63| 0.67| 0.47| 0.26( 0.34| 0.61| 0.62| 0.61
§ Northridge (6.73, REV) 0.56| 0.31| 0.20| 0.22| 0.21 0.38| 0.32 0.29| 0.32] 0.54| 0.39| 0.22 0.25| 0.36| 0.37| 0.36| 0.21| 0.21| 0.29
é. Loma Prieta (6.94, ROBL) 0.20| 0.37| 0.20 0.27| 0.24] 0.47( 0.31| 0.21| 0.30
“% Landers (7.22, SS) 0.43| 0.45| 0.48 0.33] 0.65| 0.32 0.27| 0.28
o Riviere-du-Loup (4.6 REV) 0.63| 0.24| 0.19| 0.59 0.58| 0.67| 0.65
Mineral (5.68 REV) 0.46| 0.43 0.66- 0.66| 0.20( 0.27| 0.68
Saguenay (5.81 REV)
Average CA 0.31] 0.26| 0.26[ 0.22| 0.27| 0.68| 0.29| 0.22| 0.23 0.30{ 0.29| 0.26
Average CENA 0.57| 0.30| 0.35| 0.63] 0.66| 0.40f 0.52| 0.58 0.59| 0.54( 0.48| 0.38| 0.57 0.70
Average ALL 0.28| 0.23| 0.23[ 0.24] 0.23] 0.65 0.29| 0.24| 0.24 0.27| 0.33| 0.36] 0.26] 0.36] 0.39 0.31] 0.32| 0.25
Chino Hills (5.39, ROBL) 0.64| 0.61 0.59| 0.28
Alum Rock (5.45, SS) 0.22| 0.56( 0.57| 0.42
Whittier Narrows (5.89, REV) 0.43 0.37| 0.14| 0.46| 0.49| 0.31
North Palm Springs (6.12, ROBL) 0.35[ 0.62| 0.45| 0. b . ’ . 0.14| 0.34| 0.43| 0.43| 0.09
£ Tottori (6.59, SS) 0.21| 0.31 0.20| 0.51] 0.51] 0.36
= | Niigata (6.65, REV) 0.36] 0.31] 0.38] 0. ] ] . b :
§ Northridge (6.73, REV) 0.53( 0.20| 0.30| 0. . . . b b 0.35| 0.57| 0.57| 0.27
8' Loma Prieta (6.94, ROBL) 0.59( 0.25| 0.50| 0. . . . b b b 0.27| 0.27| 0.48
T | _Landers (7.22, SS) 0.22| 0.36
o= Riviere-du-Loup (4.6 REV) 0.36 0.37
Mineral (5.68 REV) 0.70| 0.37
Saguenay (5.81 REV) 0.58|10i04|
Average CA 0.27| 0.40
Average CENA 0.42| 0.44 0.53 0.43| 0.41| 0.23| 0.26| 0.64
Average ALL 0.29| 0.32 0.43| 0.52| 0.56| 0.49| 0.44| 0.26/ 0.63| 0.63]| 0.40
Chino Hills (5.39, ROBL) 0.44| 0.50( 0.46| 0.32
Alum Rock (5.45, SS) 0.27H 0.36
Whittier Narrows (5.89, REV)
£ North Palm Springs (6.12, ROBL) 0.26| 0.15| 0.09| 0.25| 0.25] 0.52 0.46| 0.37| 0.30| 0.35
= Tottori (6.59, SS) 0.49| 0.54 0.44| 0.63] 0.37| 0. 4 b L L 0.50
§ Niigata (6.65, REV) 0.35| 0.31| 0.35|] 0.42| 0.49] 0.37
° Northridge (6.73, REV) 0.30| 0.28| 0.31| 0.17| 0.18] 0.31
8 Loma Prieta (6.94, ROBL) 0.24| 0.61 0.41
S | Landers (7.22, 55) 0.18] 0.08] 0.10 W 0.23
IDI- Riviere-du-Loup (4.6 REV) 0.45| 0.44
g | Mineral (5.68 REV) 0.33] 0.46
= Saguenay (5.81 REV) 0.49-
Average CA 0.27| 0.24
Average CENA 0.41| 0.62
Average ALL 0.34] 0.38

A Figure 1. Comparison of combined goodness of fit. The “Within Threshold” (white) threshold is 0.35 natural log units, and the “Prob-
lematic” (dark gray) threshold is 0.7 natural log units. Stippled indicates simulations that were not performed due to limited observations.
The goodness of fit is classified by period and distance ranges.
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Combined Metric Vs. GMPE

[ Better than GMPE [ Comparable to GMPE _

0.01 < PSA Period Range £ 0.15 0.1 < PSA Period Range < 1s 1< PSA Period Range<3s PSA > 3s
Event (M,,, Mech.) UcsB | EXsIM | G&P | spsu | ucsB | EXSIM | G&P | spsu | UcsB | EXSIM | G&P | SDSU | UCSB | EXSIM | G&P | sDsU
Chino Hills (5.39, ROBL)
Alum Rock (5.45, 55) 078] 071 049 0.85] 083 059 0.65| 075 075 058 067 063
‘Whittier Narrows (5.89, REV)
North Palm Springs (6.12, ROBL)
Tottori [6.59, 55)
E | Niigata (6.65, REV)
— Northridge (6.73, REV)
%. Loma Prieta (6.94, ROBL) 108 114 o072 1.04) 139 122 130 124 o051 ose] 141  110]  1.28 1.2§|
s | Landers (7.22,55) 110 o070 087 o088 0.41] o080 065 065 062 056 097 038 o038
& Riviere-du-Loup (4.6 REV)
Mineral (5.68 REV)
Saguenay (5.81 REV)
(Average CA 1.29 0.96 0.77
Average CENA
Average ALL 125 1.20 0.82
Chino Hills (5.39, ROBL) 059 0.38]
Alum Rock (5.45, 55) 0.66]  1.09 1.28 1.00 ]
Whittier Narrows (5.89, REV) 1.36) 093] 120 048] 1.07] 124 o025 o045] 126 125
North Palm Springs (6.12, ROBL) H 094 127 106] 122 o069 064 032 032
Tottori (6.59, 55) 0.64| 078 059 123 114 114 112
E | iigata (6.65, REV) 0.76 135 144 043 o056 099 101
g [ _Northridge (6.73, REV) 0.98 061 o068 130 126 074 074
th | Loma Prieta (6.94, ROBL) 0.83 147 118 118
"E' Landers (7.22, 55) 1.38 1.05] 0.8
'3 Riviere-du-Loup (4.6 REV) 1.07 0.41 1.31 1.29 1.38
Mineral (5.68 REV) 1.04] 065 051 016 072 147  o0as| 132
Saguenay (5.81 REV)
[Average CA 1.13 0.96 0.96 0.32 0.35 1.48 1.13 1.12
Average CENA 118 091 o048 054 048] o081 1.33 1.zg_| 1.29
Average ALL 124] 102] 100 033 036 144 1.24]  1.26
China Hills (5.39, ROBL) 079 052 144 119
Alum Rock (5.45, 55) 076] 103 093] 0.5 0.52 133 135
Whittier Narrows (5.89, REV) 139 131 o0s4 090 109 121 o046
North Palm Springs (6.12, ROBL) 0.83 146] 107 058 070
£ Tottori (6.59, 55) 0.19 0.29 0.72 1.30 1.36 0.96 0.54 1.40 1.40
= | Niigata (6.65, REV) 065 0.80 1.49 1280 056
S | Northridge (6.73, REV) 063] 095 093]  1.00 1.30
§ Loma Prieta (6.94, ROBL) 0.74 1.46 1.01 0.81 0.56. 0.56.
| Landers (7.22,55) 0.83 1.36| 1.26 1.31 0.84 1.08
‘5 Riviere-du-Loup (4.6 REV) 038] 038 038 045 039 o036 038
Mineral (5.68 REV) 0.17 0.49 0.26 0.95 0.72 0.63 0.07 0.131
Saguenay (5.81 REV) 1.07|  0.36] 064 073 136
Average CA 111 067 1.00 1.03]  111] 130 106
Average CENA 0.82] 039 o041 0.43| 052| 068 064 038 040
Average ALL 1.23] 0.9 098 106] 113 110 065
Chino Hills (5.39, ROBL) [ ies| sy 137 1.39 138 146 137
Alum Rock (5.45, 55) 077 o080 o0.66] 1.00) 0.75 0.74
Whittier Narrows (5.89, REV])
g | _North Palm Springs (6.12, ROBL) 104 o061 035 100 122 1.07| 130 106 084
= | Tottori (6.59, 55) 078 o086 113 1.38) 1.02] 0970 100 o086 1.41]  1.41]
§ Niigata (6.65, REV) 0.70 0.62 0.70 0.55 0.50 1.27 1.28 1.47 0.36
5 | Northridge (6.73, REV) 0.81 077  079] 017
§ Loma Prieta (6.94, ROBL) 053] 136 091 0.87 074 o062 o060 o084 o062 o041 041
& | Ltanders(7.22, 55) 095 043 051 1.48) 081 o051 o047 124
= | Riviere-du-Loup (4.6 REV) 030 029 0.78] 1311 109 o097
;;‘ Mineral (5.68 REV) 046 025 035 0.31 0.83) 135 125 061 ; ]
Saguenay (5.81 REV) 029 052 0.52 0.78 0.84 046] 142 050
Average CA 046 077 069 1.08) 0.78] 087 091 0.72 o.sd 0.64
Average CENA 113 027 o041 0.50] 0.99 1.13 144 039 033
Average ALL 097 0.66] 074 0.78] 0.80 1.18 1.21] 140 122

A Figure 2. The combined metric goodness-of-fit numbers in Figure 1 are divided by the corresponding numbers for the ground-motion
prediction equation (GMPE). White cells indicate a bias lower than the GMPE, and dark gray cells indicates a bias significantly larger than
the GMPE. Stippled cells indicate scenarios that were not computed due to limited observations.

if a larger 0.5 In unit threshold is used for periods under 3 s
and distances of 5-200 km. A tabulation for all of the simu-
lation procedures and period ranges reveals that 62%, 90%,
80%, and 74% of the cells have CGOF < 0.70 for the four dis-
tance bins, respectively (i.e., a nonfailure condition), and 34%,
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46%, 37%, and 35% of the cells have CGOF < 0.35 (pass con-
dition). For the BBP as a whole, the methods perform better
than a factor of 2 in simulating PSAs for a large majority of the
different earthquake, period, and distance test cases. At longer
periods, all of the methods tend to show increases in bias,
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A Figure 3. Comparison of mean bias from () Figure S1 for the four discrete distance hins (circles) for the four simulation methods
evaluated in v14.3. The results shown are for pseudospectral acceleration (PSA) in the 0.1-1.0 s oscillator period range. The fit line shows
the least-squares fit to equation (1), and the dashed lines show the 95% confidence interval. The size of the symbols reflects the weight
assigned in the least-squares fit, which depends on the number of points populating the bins for each event. The slope ratio is the ratio of
the estimated slope and the 95% confidence of the estimate of the slope. A ratio less than 1 indicates that a slope of zero (no distance

bias) is within the 95% confidence interval.

which could be due to simplifications of the velocity models
used to compute Green’s functions, which are at this stage
limited to 1D structures.

Pass Thresholds for Distance and Period Ranges
Compared with GMPE

Normalizing the CGOF values in Figure 1 by the correspond-
ing values for the GMPE can account for possible nonzero
event terms, as well as provide an objective assessment of the
simulations with respect to the GMPEs. The normalization is
undertaken by dividing the simulation CGOF by the GMPE
CGOF for each respective cell. Figure 2 shows the normalized
CGOF values, where white cells indicate improved performance
of a simulation relative to the GMPE (ratio < 1), and dark gray
indicates significantly worse performance of a simulation than
the GMPEs (ratio > 1.5). This scaling accounts for some of the
event-specific problems seen in Figure 1, particularly for Alum
Rock, Landers, and Rivi¢re-du-Loup; however, these event-
specific biases across methods are not completely eliminated.
The selected GMPEs were not designed to be used for Japanese
and CENA events, so they are provided as a baseline compari-
son only. A tabulation for all of the simulation methods and
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period ranges in Figure 2 reveals that 71%, 76%, 79%, and 80%
of the cells have normalized CGOF < 1.5 for the four distance
bins, respectively (i.e., a nonfailure condition), and 51%, 41%,
48%, and 58% of the cells have normalized CGOF < 1.0, in-
dicating performance better than the GMPEs.

A tabulation of Figure 2 results for each method reveals
that the UCSB, EXSIM, G&P, and SDSU methods perform
better than GMPEs in 36%, 56%, 53%, and 49% of the cases
and worse than GMPEs in 41%, 16%, 17%, and 21% of the
cases. EXSIM, G&P, and SDSU have superior performance
(70% of cases are better than the considered GMPEs) between
0.01 and 1 s and similarly good performance between 1 and 3 s.
For periods greater than 3 s, EXSIM is noticeably better than
the other simulation methods.

Distance Metric

One of the first-order effects that a simulation method should
capture is the trend of ground motion with distance. Signifi-
cant misfits in this behavior indicate calibration of the simu-
lation method is required to better capture the effects of
geometric spreading and anelastic attenuation. We assessed the
ability of the simulation methods to correctly capture the
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distance dependence of PSA in the part A validation by plotting
the mean bias versus distance. This analysis uses mean residual
bias for each bin (computed as In[data/model], which can be
positive or negative; ® Fig. S1), not the CGOF metric. Because
there are 12 earthquakes, there are generally 12 values of mean
bias to plot for each of four distance bins. We then fit a log-
linear expression through the data points as follows:

RR.p) = a+ bxIn(R,,), (2)

in which Rrup is the average site—source rupture distance for
each distance bin range, 2 and & are regression coefficients,
and R is the distance-dependent average of the mean residuals.
Cocfficients are determined using a weighted least-squares fit
in which each datum is weighted by the number of periods and
stations in each bin for each event. Confidence intervals (95%)
on the mean trend line are computed. Examples of these plots
for each simulation method are shown in Figure 3.

A general characteristic of all methods examined in this
way is that the dispersion of mean bias increases with increasing
distance. This is likely due to the increasing effects of lateral
heterogeneity for the longer paths in the data and to large sur-
face waves that propagate to great distances due to the lack of
scattering in the shallow continuous layers of the 1D velocity
models.

The performance of the simulation methods with respect
to distance can be judged from the slope of the trend lines in
Figure 3 (i.c., parameter b). We consider a method as passing
this criterion if the zero slope falls within the 95% confidence
interval on 5. We define 495 as the two-tailed Student’s £ 95%
confidence interval range on 4. Table 1 shows the resulting
abs(byis) divided by £95. Values of this ratio less than 1 indi-
cate that zero slope (b = 0) lies within the 95% confidence
interval, which constitutes a passing condition (nonitaliziced
data). The failure threshold is set for ratios above 1, and the
corresponding cell is italicized. The ratios for each period bin
are summarized in Table 1. Although earlier versions of the
BBP simulation methods did not pass this criterion (Dreger
et al., 2013), the four v14.3 models perform well.

PART B VALIDATION COMPARISON WITH
PUBLISHED GMPE

In the part B validation, we compared mean In(PSA) from sim-
ulations and GMPEs for M 5.5 (reverse), 6.2 (strike-slip), and
6.6 (reverse and strike-slip) events at distances of 20 and 50 km
for the 0.01-3 s period range. These cases were used because
there are many observed data for those magnitudes and distan-
ces, and as a result, the GMPEs are well constrained. For each
magnitude, a couple sets of 50 source realizations and hypocen-
ter locations are considered. The simulation methods that are
deterministic or have a deterministic component used Green’s
functions for two different velocity models for southern and
northern California. Both strike-slip and reverse-slip cases were
considered. Only footwall motions were considered for the
reverse-slip cases.
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Table 1
Distance Metric

Simulation Method

Period (s) UCSB EXSIM G&P SDSU GMPE
0.01-0.1 0.38 0.36 0.67 0.57 0.53
0.1-1 0.08 0.23 0.01 0.18 0.03
1-3 0.16 0.10 0.05 0.04 0.11
>3 1.19 0.34 0.83 0.87 0.13

Figure 4 shows an example of such a comparison of the
simulated ground motions for the UCSB, EXSIM, G&P, and
SDSU methods for an M 6.2 strike-slip event at a distance of
50 km for a southern California velocity model (SOCAL) case.
The mean of the 50 source realizations is shown as the square,
the standard deviation as the box, and the minimum and maxi-
mum extremes of all realizations are shown with the bars. In
cach plot, the median ground motion obtained from the four
NGA-West 1 GMPEs (i.e., the median of the medians from
individual models) is shown as a thick black line.

Since at the start of the validation only the NGA-West 1
models had been published, the centering criterion was based
on the median of those models (solid line in Fig. 4). The accep-
tance criteria (dashed lines), as described in Goulet er 4l
(2015), were derived from the spread of preliminary models
of the NGA-West 2 GMPE medians that became available dur-
ing the validation (see Bozorgnia e 4/, 2014) by taking the
largest absolute value of positive and negative departures of
any individual GMPE median from the overall median (solid
line) for any period under 3 s, adding 15%, and then applying
that difference uniformly for all periods in the 0-3 s range. The
effective range of the acceptance criteria corresponds to a
range of about £1.46 (£0.38 In units). Because the criteria
were defined in terms of the extreme excursions from the
median at any period, but applied equally over all periods,
they span a generously wide range. If a simulation median
falls outside that range it is indicative of a significant depar-
ture from the recorded data set. Periods longer than 3 s are
not considered because the GMPEs are less well constrained
by data. The passing criterion is that the simulation median
must lie within the acceptance criteria for all periods. All of
the methods except for EXSIM produce PSAs larger than the
GMPE means for periods >3 s, although these differences ap-
pear to be magnitude dependent (smaller magnitudes show-
ing better agreement).

DISCUSSION AND CONCLUSIONS

Objective validation of the BBP codes for finite-fault simulations
of ground-motion PSA has been facilitated by the controlled
computational environment of the BBP, its strict version control
third-party (nondeveloper) operation for applications and test-
ing, and its array of graphical and numerical output products
(e.g» Maechling ez al., 2015; Goulet ez al., 2015). In this stage
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A Figure 4. Comparison of the four (a) UCSB, (b) EXSIM, (c) G&P, and (d) SDSU PSA for an M 6.2, strike-slip scenario at a distance of
50 km. The solid squares show the mean motion, the boxes show the standard deviation, and the error bars show the maximum range of
simulated motions for 50 source realizations. The black line shows the mean from four NGA-West 1 GMPEs, and the dashed curves are the
acceptance limits of the mean motions as described in the text. SOCAL refers to the velocity model used by the G&P, SDSU, and UCSB

simulation methods.

of the BBP development effort, the objective was to validate
capabilities for simulating the median PSA of ground motions.
The results from the part A and part B validations indicate that,
under the criteria of this panel’s evaluation, the UCSB, EXSIM,
G&P, and SDSU methods can provide acceptable estimates of
median PSA from 0.01 to 3 s oscillator period within the val-
idation magnitude range (M 5.4-7.2) for earthquakes in Cali-
fornia or in comparable active crustal regions. The available data
are too limited to claim the methods are adequately validated for
stable continental regions (i.c., CENA). For both tectonic envi-
ronments (active crustal and stable continental), it is the opinion
of the panel that the simulations can be used to provide insights
into relative effects, or scaling relationships, that are unresolvable
from data alone. For example, in active regions, this may include

Seismological Research Letters Volume 86, Number 1

analysis of changes in ground motion due to changes in source
geometry, rupture direction, presence of secondary slip on
splays, and hanging-wall effects. In stable continental regions,
the recommendation is to use simulations for the development
of fundamental within-method scaling relationships only (with
magnitude and distance). Regardless of region, these relative
effects are best utilized in combination with base case motions
not derived solely from simulations (e.g., from a semi-empiri-
cal GMPE).

For periods above 1 s, there is increased bias relative to
recordings, and above 3 s period there are significant deviations
from GMPEs. This indicates the simulation methods are rela-
tively accurate for short periods, where simulation method
developers can tune the kinematic description of the source
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and, in the case of the G&P and SDSU methods, the stochastic
approach used for high frequencies. However, it is notable that
the simulations are considerably less accurate at longer periods
than the GMPEs (e.g., where the physics-based modeling
should, in principal, provide the best results). Further analysis
will be required to understand the source of this additional
bias, but possible contributors include the specifics of the mo-
ment-area scaling relationships used in source generation for
the simulations and unrealistic propagation efficiency of sur-
face waves from the employed 1D velocity models. In addition,
above 3 s period the uncertainties in the GMPE medians them-
sclves, in some cases, may be comparable to the differences
between the simulations and GMPEs. Future work should in-
vestigate systematic differences in simulated motions from 1D
versus 3D velocity structures and repeat the part B validations
using the final NGA-West 2 models, which are more reliable
than the NGA-West 1 models at periods beyond 3 s (e.g., Bo-
zorgnia ¢t al., 2014). In addition, we have validated neither the
polarizations of the 1D simulated ground motions nor their
numerical accuracy at sites within a few kilometers of a sur-
face-rupturing event, where numerical accuracy is difficult to
achieve (e.g, Hisada and Bielak, 2003).

It should be recognized that when the simulations are
applied at magnitudes beyond the validation range, the results
have additional epistemic uncertainty that has not been for-
mally investigated. Although formal validations of the methods
are not currently possible for M > 8, their use at higher mag-
nitude will require better understanding of epistemic uncer-
tainties related to various model assumptions and inputs,
including scaling and effects of stress parameters (stochastic
approaches), subfault stress drop (deterministic approaches),
parameterization of slip velocity function, and the frequency
of occurrence of super-shear rupture velocity in earthquakes
having M >7.2.

In future validations of the BBP, several other measures of
goodness-of-fit should be considered. The specific metrics
would depend on the desired engineering application but could
include (1) inelastic PSA, (2) time of the maximum oscillator
response and other peak ground motion parameters, (3) limit
of static offset in displacement time series as a function of dis-
tance from fault, (4) measures that assess the spectral shape of
PSA and Fourier amplitude spectra (e.g., adherence to 1/f?2),
(5) duration, and (6) other quantified time-domain features of
strong motions. Some of these will be important for engineer-
ing applications that directly use time series.

This article summarized the validation of simulation
methods implemented on v14.3 of the BBP, essentially provid-
ing a snapshot in time. The validation process is still ongoing,
and we expect to foster further refinement of existing methods
and the implementation of new methods as we continue the
validation against additional scenarios. E§
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