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Stable Stress-Drop Measurements and their Variability:

Implications for Ground-Motion Prediction

by Annemarie S. Baltay, Thomas C. Hanks, and Gregory C. Beroza

Abstract We estimate the arms-stress drop, Δσ-arms, (Hanks, 1979) using
acceleration time records of 59 earthquakes from two earthquake sequences in eastern
Honshu, Japan. These acceleration-based static stress drops compare well to stress
drops calculated for the same events by Baltay et al. (2011) using an empirical Green’s
function (eGf) approach. This agreement supports the assumption that earthquake
acceleration time histories in the bandwidth between the corner frequency and a maxi-
mum observed frequency can be considered white, Gaussian, noise. Although the
Δσ-arms is computationally simpler than the eGf-based fc-M0-stress drop, and is used
as the “stress parameter” to describe the earthquake source in ground-motion predic-
tion equations, we find that it only compares well to the Δσ-eGf at source-
station distances of ∼20 km or less because there is no consideration of whole-path
anelastic attenuation or scattering. In these circumstances, the correlation between the
Δσ-eGf and Δσ-arms is strong. Events with high and low stress drops obtained
through the eGf method have similarly high and low Δσ-arms. We find that the
inter-event standard deviation of stress drop, for the population of earthquakes con-
sidered, is similar for both methods, 0.40 for the Δσ-eGf method and 0.42 for the
Δσ-arms, in log10 units, provided we apply the ∼20 km distance restriction to
Δσ-arms. This indicates that the observed variability is inherent to the source, rather
than attributable to uncertainties in stress-drop estimates.

Online Material: Earthquake catalog including additional source parameters.

Introduction

While the earthquake engineering community has rec-
ognized the affinity of earthquake ground accelerations to
white noise for more than half a century (e.g., Housner,
1947; Bycroft, 1960), earthquake scientists came to appreci-
ate this association only with the advent and rapid advances
of seismic source theory in the 1970s. The ω−2 model for the
high-frequency spectral decay of far-field displacement spec-
tra of the Aki (1967) and Brune (1970) source models was
first interpreted as a phase-coherent delta-function in ground
acceleration. Hanks (1979) noted that a finite-duration,
phase-incoherent model might be a better interpretation,
given the characteristics of the few close-in strong-motion
accelerograms then existing.

Hanks (1979) related earthquake stress drop to the root
mean square (rms) value of acceleration time histories
beginning at the S-wave arrival, for close distances, by uti-
lizing Parseval’s theorem and several operational assump-
tions to find

Δσarms � arms
106ρR

2Rθϕ�2π�2

����������
fc
fmax

s
; (1)

where fc is the earthquake corner frequency, fmax is
the observational upper limit of the recording, Rθϕ is
the shear-wave radiation pattern, and R is the source-site
distance. McGuire and Hanks (1980) explored several
aspects of arms and the associated stress drop, Δσ-arms

(equation 1), for the large set of strong ground-motion
data available from the M 6.6 1971 San Fernando earth-
quake, also noting a strong correlation between arms and
peak ground acceleration (PGA). Hanks and McGuire
(1981) extended the analysis of Δσ-arms for 15 other
California earthquakes. The assumption that ground accel-
erations in the S-wave arrival window are finite-duration,
bandlimited, white noise combined with elementary
random-vibration theory led to a simple relation between
arms and PGA.

Hanks and McGuire (1981) also found that the Δσ-arms

of the 16 considered earthquakes showed relatively little vari-
ability nor dependence on magnitude, all close to 10 MPa,
with standard deviation of 0.15 (log10 units; 95% confidence
interval of 0.3 in Hanks and McGuire [1981]). Stress drops
determined from the more commonly applied method of
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using corner frequency, fc, and long period spectral level
(proportional to moment, M0) (Brune, 1970),

Δσfc−M0
� 7M0

16

�
2πfc
2:34β

�
3

; (2)

show considerably greater variability, with standard devia-
tions between 0.3 and 0.7 (log10 units; e.g., Thatcher and
Hanks, 1973; Hanks, 1977; Shearer et al., 2006; Allmann
and Shearer, 2009). In both formulations, the stress drops
are scaled to the Brune (1970) source spectrum, so in prin-
ciple they should be the same.

TheΔσ-arms as proposed by Hanks (1979) measures the
high-frequency part of the source spectrum and has only a
weak dependence on the corner frequency (equation 1);
whereas, the typical formulation for stress drop (equation 2)
depends on the cube of the corner frequency. For this reason,
Δσ-arms measurements are much less susceptible to noise or
errors in corner frequency, for any single event, than
Δσ-fc-M0. Hanks and McGuire (1981) surmised that the
observed decreased variability in the Δσ-arms, as compared
to Δσ-fc-M0, was due to the reduced dependence on propa-
gated errors from the corner frequency estimates. Because
Δσ-arms is derived from the high-frequency end of the spec-
trum, however, its estimation as formulated by Hanks (1979)
should only be valid at close distances where corrections for
anelastic attenuation are small, and can be approximated by
limiting the bandwidth of interpreted signal. Since the work
of Hanks and McGuire (1981), little effort has been made to
compare and contrast Δσ-arms and Δσ-fc-M0 for the same
earthquakes, perhaps because the Δσ-arms was so quickly
adopted for use in earthquake ground-motion prediction.

Boore (1983) developed the “stochastic method” of gen-
erating earthquake acceleration spectra and time series by
adapting the ideas behind Hanks and McGuire (1981), that
ground accelerations excited by earthquakes are bandlimited,
finite-duration white Gaussian noise. Δσ-arms is used as the
“stress parameter” in the stochastic method as the main con-
trol for the level of high-frequency strong ground motion.
Through improvements in the random vibration part of
the Hanks and McGuire (1981) model, Boore (1983) showed
that these assumptions generate realistic spectral series, for
both acceleration and velocity, as well as response spectra,
PGA, and peak ground velocity (PGV) over a range of dis-
tances, and, for large earthquakes of 5:0 ≤ Mw ≤ 7:7. The
ground-motion prediction community generally considers
the stress parameter (Δσ-arms) to be independent of
moment, although its median value and standard deviation
is observed to be dependent on tectonic setting. Δσ-arms

has become increasingly important for calibrating ground-
motion prediction in data-poor regions as a key input param-
eter to the stochastic method of simulating ground motion
(e.g., Atkinson and Boore, 2006). Other studies compared
strong-motion observations to stochastic simulations to
obtain the best-fitting stress parameter by accounting for path
effects and variable geometrical spreading parameters for

earthquakes in Greece and eastern North America (e.g.,
Margaris and Boore, 1998; Boore et al., 2010; Boore, 2012).
Beyond its application to ground-motion prediction, how-
ever, Δσ-arms is not widely recognized in the seismology
community, and has not been used recently as a source
parameter in earthquake physics studies. None of the
previous work rigorously compares the formulation and
estimation of Δσ-arms with the Δσ-fc-M0 on the same
earthquake data.

Revisiting Δσ-arms is of interest for several reasons. At
the time of the original study,Δσ-fc-M0 was often estimated
using crude corrections, if any at all, for attenuation or path
effects. Because stress-drop variability is often driven by
corner frequency uncertainty, the Δσ-arms yielded much
less variability. In recent work, Baltay et al. (2011) use a
robust empirical Green’s function (eGf) technique to remove
path effects to estimate Δσ-fc-M0 from corner frequency
estimates. By comparing the Δσ-arms to the eGf-based
Δσ-fc-M0 (hereafter Δσ-eGf) we can better assess the
viability of both methods and the uncertainties associated
with each. Second, arms is very simple to measure, and is
only slightly dependent on the corner frequency, which
may be known or roughly estimated. For that reason, each
record can be analyzed independently, without being depen-
dent on the existence of an eGf event. The algorithm for
Δσ-arms is computationally simple with fewer assumptions,
and has potential to be developed for use in real time. In
fact, rms-acceleration is one of the simplest measurements
that can be made on a single recording. Finally, revisiting
Δσ-arms with recent earthquake data from a seismological
perspective may renew its interest as an earthquake source
parameter.

In this study, we test the relationships developed by
Hanks (1979) using a much larger and better data set of
59 earthquakes, spanning a wide range of magnitudes
and source-site distances (Fig. 1). We measure the arms of
two mainshock–aftershock sequences from KiK-net accelero-
grams in eastern Honshu, Japan, that have been previously
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Figure 1. Map showing mainshock, large star; largest after-
shocks, smaller stars; all other aftershocks, open circles; and loca-
tion of stations which are within distances of less than 30 km. Fault
plane from Hikima and Koketsu (2005) for Chuetsu 2004, and
Suzuki et al. (2010) for Iwate-Miyagi 2008. The color version
of this figure is available only in the electronic edition.
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studied by Baltay et al. (2011), and compare Δσ-arms to
Δσ-eGf.

We find that Δσ-arms compares well to Δσ-eGf of
Baltay et al. (2011) and can be easily computed from arms

measurements, which supports the analyses performed by
Hanks (1979), McGuire and Hanks (1980), and Hanks
and McGuire (1981). While the algorithm behind the
Δσ-arms is straightforward, the arms approach for stress drop
described here does not consider frequency-dependent ane-
lastic attenuation, only a simple 1=R geometrical spreading
correction, and suffers from loss of amplitude at farther sta-
tions. For small events, Δσ-arms for stations with distance
less than 20 km compares well to the Δσ-eGf; at greater dis-
tances,Δσ-arms is less thanΔσ-eGf. Although earlier studies
of Hanks (1979) and McGuire and Hanks (1980) find that the
arms approach for stress drop was much less variable, our
population of Δσ-eGf estimates (with standard deviation
0:40 log10 units) shows a variability comparable to Δσ-arms

(standard deviation � 0:42 log10 units). The overall distribu-
tion of event stress drops is similar between methods, imply-
ing that the eGf method is an improvement over methods that
consider only elementary path corrections, such as Thatcher
and Hanks (1973) and Hanks (1977). When considering
corner frequency as the only source of uncertainty, the un-
certainty in Δσ-arms for any single earthquake is smaller
than the uncertainty of Δσ-eGf; however, other sources of
uncertainty certainly exist, such as other source parameters
(moment, for one), assumptions about the source model, and
the iterative relative deconvolution scheme employed in the
eGf method of Baltay et al. (2011).

We also estimate PGA from arms and compare the data
to the theoretical PGA using the previously established
relationship of Hanks and McGuire (1981), together with
an input stress-drop distribution from Baltay et al. (2011).
We confirm that PGA is predictable from arms, and that data
match the theoretical relations of Hanks and McGuire (1981)
at close distances for all magnitudes, and for the larger earth-
quakes, for which the amplitude is negligibly affected by
attenuation. The ability to predict PGA, given only an a priori
stress-drop distribution and knowledge of the source dura-
tion, strongly supports the original observation that acceler-
ation time histories can be treated as Gaussian white noise
above the corner frequency. While earthquake ground-
motion modelers have extensively studied PGA prediction,
the simple relationships here for PGA elucidate key source
dependencies in terms more interesting to the general seis-
mology community.

While we find Δσ-arms formulation (equation 1) to be
valid for estimating stress drops at short source-station
distances (R ≤ 20 km), the eGf fc-M0 method is capable
of using data from stations at greater distances. The computa-
tional simplicity of the Δσ-arms retains its appeal for some
applications, such as real-time source assessment, source
parameter determination in data-sparse situations, and for
use in engineering ground-motion equations. Finally, our
larger data set allows us to quantify the aleatory variability

of stress drop. Measured variability (standard deviation) is
similar for the two approaches, which supports the notion
that inter-event variability in stress drop is largely intrinsic
to the earthquake source, and is not simply a measurement
bias due to errors in corner frequency.

Empirical Green’s Function Stress Drops

Baltay et al. (2011) used an empirical eGf coda-
based method to determine source parameters, including
Δσ-fc-M0, for four crustal earthquake sequences in Honshu,
Japan. They modeled source spectra stacked from broadband
Hi-Net velocity recordings at many stations using a Brune
ω−2 spectrum (Brune, 1970) to fit a corner frequency. The
Brune stress drop is estimated from the corner frequency
as in Baltay et al. (2011), using a shear-wave velocity,
β � 3600 m=s, and density, ρ � 2800 kg=m3 (equation 2).

Of the data analyzed by Baltay et al. (2011), two se-
quences will be considered in this study: the 2008
Mw 6.9 Iwate-Miyagi Nairiku mainshock and 26 after-
shocks; and the 2004 Mw 6.6 Chuetsu (mid-Niigata) earth-
quake and 31 aftershocks (Fig. 1). The other two sequences
studied by Baltay et al. (2011), Chuetsu-Oki 2007 and the
off-Kamaishi repeating events, are not considered here as
they are both offshore, and hence the source-station distances
are too large for Δσ-arms estimation. In aggregate for all 59
events, log10 Δσ-eGf follows a normal distribution with an
equivalent median stress drop of 5.0 MPa and standard
deviation of 0.4 (log10 units; see Fig. 4 andⒺ Table S1 from
Baltay et al. [2011]; data used here with permission from
American Geophysical Union).

arms Stress Drop

The ω−2 model (Aki, 1967; Brune, 1970) for earthquake
acceleration source spectra is flat for frequencies f > fc,
which is consistent with white noise if the phase can be con-
sidered random. Hanks and McGuire (1981) assumed that
acceleration spectrum results from random white noise, con-
sistent with a far-field ω−2 model, generated by a time series
for the finite duration of the S-wave arrival window, from
t � 0 (S-wave arrival) to t � Td, the duration of faulting.
Based on a demonstration that acceleration time histories
were Gaussian in the finite-duration window, they posited
that high-frequency acceleration is finite-duration, band-
limited, white Gaussian noise, an assumption that has been
central to ground-motion prediction ever since. They also
showed that the relationship between arms and PGAwas pre-
dictable using random vibration theory, providing a stringent
test on the assumption that the acceleration time series is in
fact equivalent to Gaussian white noise. They observed, how-
ever, a frequency limit, fmax, on the acceleration spectrum,
above which the spectrum decays rapidly.

The cause and implication of fmax was explored by
several authors, debating whether it was a local site effect,
or a condition of the earthquake source (e.g., Archuleta
et al., 1982; Hanks, 1982; Papageorgiou and Aki, 1983).
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Ultimately, it was concluded that fmax is a property of local
site or instrument conditions, related to the near-site attenu-
ation parameter κ which describes the rapid decay of high-
frequency acceleration spectra of the form exp�−πκf�
(Anderson and Hough, 1984; Boore, 2003). fmax can be re-
lated to κ as fmax ∼ �πκ�−1; however for small magnitudes
this becomes a poor approximation (Anderson, 1986). For
our study, fmax is important because it places an upper fre-
quency limit, below which acceleration can be considered to
be white noise. The usage of fmax here is consistent with that
of Hanks (1979), Hanks and McGuire (1981), and Hanks
(1982), defined such that the maximum spectral level be-
tween fc and fmax is constant and the integral of such implies
an rms value equal to that of the actual spectrum. It is per-
haps more consistent with the concept of f95 introduced by
Anderson (1986) as a quantitative equivalent to fmax rather
than the �πκ�−1 approximation. We also note that this use of
fmax considers only the frequency value above which the
spectra are no longer considered white Gaussian noise,
and does not imply a functional model of the high-frequency
decay as posed by Anderson and Hough (1984).

The rms value of an acceleration time history can be
related to stress drop (equation 3), corner frequency, and
fmax, as in equation (1), as derived by Hanks (1979) and
recapitulated in Appendix A. In this study, we take R as
the catalog hypocentral distance. For the larger earthquakes,
this distance may not be the most applicable, but it is the
simplest for our case.

The Δσ-arms varies as f
1=2
c , whereas the expression for

Δσ-fc-M0 varies as f3c (equation 2). Estimates of corner

frequency are often highly variable and may be strongly
dependent on the method employed or assumptions made
(e.g., Sonly and Abercrombie, 2006; Kane et al., 2011).
Inadequate site attenuation corrections can also affect the
measured corner frequency. For events up to M 3 with high
attenuation, fmax becomes the observable corner frequency
resulting in an underestimation of corner frequency and
stress drop; for events as large as M 4.5, with moderate val-
ues of κ � 0:05, the apparent corner frequency varies from
the true corner frequency by a factor of 2 (Anderson, 1986).
Even for larger events, ∼M 5, stress drop can be underesti-
mated by more than a factor of 2, because the log error in
Δσ-fc-M0 is thrice that of the log error in fc. Based on cor-
ner frequency dependence alone, the Δσ-arms should be
much less variable than theΔσ-fc-M0; however, we find that
the eGf method reduces the uncertainties to the point that the
Δσ-arms and Δσ-eGf of a population of events compare
closely.

In the following analysis, we estimate Δσ-arms by
measuring the rms-acceleration, arms, for events with a priori
corner frequencies from previous studies, for which R, the
hypocentral distance, is known, fmax is estimated, and ρ
is assumed to be constant. We use acceleration data for
52 earthquakes from two mainshock-aftershock sequences
in eastern Honshu, Japan, recorded at KiK-net borehole
and surface stations (Fig. 2), consistent with the data from
the eGf study. Because the ground motions are larger on the
horizontal components, and the arms formulation in equa-
tion (1) accounts for equal partitioning, records are vectorally-
averaged horizontal acceleration. For both earthquake
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Figure 2. Time series (top row) and spectra (bottom row) for three events from the Iwate-Miyagi 2008 sequence, recorded at KiK-net
station AKTH04, showing both borehole and surface recordings. Note different time and amplitude scales on time-series. In each case, we
show the corner frequency, fc, set a priori from Baltay et al. (2011) and fmax � 30 Hz, (top row) and associated faulting duration, Td �
1=fc used in the rms-acceleration calculation, as calculated from the given fc.
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sequences considered, the corner frequency, fc, and seismic
moment, M0, were previously determined by Baltay et al.
(2011).

We measure the rms acceleration, arms, of the time
series from the horizontally averaged acceleration data, a
very simple measurement on a single recording (Fig. 2). We
choose a window of duration Td � 1=fc, with fc set a priori
from Baltay et al. (2011). The starting point of the window
for each event-station pair is found by maximizing the rms
acceleration within the window of both the borehole and
surface data at the same time, so that we are capturing the
greatest amount of signal in the measurement. In practice,
the apparent duration will only be equal to the true source
duration at stations perpendicular to the fault trace. At other
stations, the recorded duration will be longer or shorter due
to source finiteness; however, rms measurement is not
strongly dependent on the duration of the window used.

By visually analyzing all the data, we find that the
acceleration spectra recorded at distances R ≤ 30 km are
relatively flat up to 30 Hz; at higher frequencies the spectra
decay rapidly (Fig. 3). Equation (1) for Δσ-arms, considered
here, assumes that fmax, as defined by Hanks (1982), is the
frequency below which the spectrum is flat, Gaussian white
noise, so that the integral given in equation (A2) can be
approximated as a constant from fc to fmax. Hence, it is
important to use an observed fmax with this purpose in mind,
rather than adopting fmax or κ values from previous work.
Studies of κ for KiK-net sites in Japan find a difference
between the surface and borehole records, with typical values
of 0.015 s for borehole and 0.029 s for surface (Oth et al.,
2011). However, we note that there is a strong trade-off
between κ, or fmax, and surface amplification, which can
be seen in Figure 3. The surface spectra (top three traces)
start to decay at a lower frequency than the borehole records
(bottom three traces), which could be interpreted as a smaller
fmax, consistent with a larger surface κ. However, we inter-
pret this effect to be due to surface amplification, which is
evident in the Mw 4.4 event in Figure 2. The surface spectra
are amplified between ∼2 and ∼10 Hz; above ∼10 Hz they

closely match the borehole spectra; and both start to rapidly
decay at fmax � 30 Hz. Therefore, we use a constant fmax �
30 Hz in this study for both borehole and surface data, at all
stations. Using the borehole value for κ of 0.015 s (Oth et al.,
2011) we find that the observed fmax here of 30 Hz can
roughly be approximated as fmax ∼ 3=�2πκ�. Because
Δσ-arms is dependent on f−1=2max , using an fmax of 20 Hz
or 50 Hz would result in Δσ-arms error of ∼22%, while
fmax � 10 Hz would yield Δσ-arms different by ∼73%.

Δσ-arms is thus determined from equation (1) with
ρ � 2800 kg=m3, β � 3600 m=s, fmax � 30 Hz, and the
previously determined corner frequencies. Figure 4a shows
Δσ-arms for the Iwate-Miyagi mainshock and two after-
shocks of Mw 4.4 and Mw 3.6. We find the surface
Δσ-arms to be, on average, about a factor of 4 larger than
those determined from borehole measurements. Amplifica-
tion in the upper ∼100 m between the borehole and surface
stations and the complex interaction of direct phases and free
surface reflected phases accounts for the difference between
the borehole and surface estimates. Without careful consid-
eration of these complex effects, we cannot say exactly what
they are, but we attribute about a factor of two to each of
free-surface amplification and material/impedance contrast
between the borehole and surface station (e.g., Boore et al.,
2011; D. Boore, personal comm., 2012). The factor of two
difference in κ between the borehole and surface stations
(Oth et al., 2011) would account for an increase in surface
Δσ-arms of ∼1:4. Because theΔσ-arms was originally formu-
lated for, and meant to be applied to, surface measurements,
in the analysis that follows we only compare the surface
measurements to the Δσ-eGf.

For the mainshock, the Δσ-arms is stable at all source-
station distances and decays slightly at R > 50 km (Fig. 4).
TheMw 4.4 aftershock, however, shows stress drop decaying
at stations farther than ∼20 km, and the Mw 3.6 aftershock
shows even stronger decay of estimated stress-drop values
with distance. Because smaller events have higher corner
frequencies, and hence smaller bandwidth between fc and
fmax as compared to larger events (Fig. 2, bottom row), their
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Figure 3. Detail of spectra shown in Figure 2 (bottom row). For each earthquake, six components are shown (from top to bottom: surface
UD, NS, EW; borehole UD, NS, EW) offset vertically for ease of interpretation. Solid vertical line illustrates the choice of fmax � 30 Hz; for
frequencies greater than fmax, the spectra all fall off rapidly. While the borehole records are consistently flat up to fmax, we attribute the
departure of the surface records to surface amplification rather than a different fmax. The color version of this figure is available only in the
electronic edition.
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rms acceleration is proportionally more strongly attenuated
at distance than for larger earthquakes. TheΔσ-arms from all
52 earthquakes as measured at stations within 10 km, from
10–20 km and 20–30 km (Fig. 5a; see Ⓔ Table S1 in the
electronic supplement) highlights the loss of bandwidth to
attenuation. At R < 10 km, the logΔσ-arms has an equiva-
lent median of 5.2 MPa, and standard deviation of 0.34 (log10
units). With R from 10 to 20 km, the equivalent median
decreases to 4.4 MPa due to inclusion of attenuated measure-
ments, and the standard deviation increases to 0.45. At R
between 20 and 30 km, the effect of attenuation is more
severe, with an equivalent median stress-drop estimate of
only 3.7 MPa and standard deviation of 0.47.

In an attempt to account for the attenuation, we com-
pared an ideal, Brune acceleration spectrum that is flat in the
frequencies of interest, (fc, fmax), to a modeled attenuated
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quakes: Mw 6.9 Iwate-Miyagi mainshock; Mw 4.4 Iwate-Miyagi
aftershock; andMw 3.6 Iwate-Miyagi aftershock.Δσ-arms estimates
shown from both surface and borehole data. Surface data are a
factor of ∼4:5 times as large as borehole data, attributable to surface
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is highly attenuated due to the relatively greater importance of
higher frequencies, and stress-drop estimates are much lower at
stations farther than ∼30 km. The color version of this figure is
available only in the electronic edition.
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increases, measurements that are more attenuated are included in
the distribution, causing the mean to decrease and the standard
deviation to increase. Using only stations within 10 km yields a
distribution similar to that for the eGf method. In each case, N
is the total number of events considered and shown in the histo-
grams; while n indicates the number of recordings incorporated
in total. (b) Δσ-arms compared to Δσ-eGf, showing the direct com-
parison of stress drops of each earthquake, and the uncertainty
associated with each estimate. Error bars for Δσ-eGf are 95% con-
fidence fit on fc in log10 units, propagated toΔσ-eGf; error bars for
Δσ-arms are smaller than the symbol size, when error is considered
to be from fc estimates. For most events, the Δσ-arms is very close
to the Δσ-eGf. The color version of this figure is available only in
the electronic edition.
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acceleration spectrum. The attenuated spectrum was mod-
eled with a regionally defined frequency-dependent attenu-
ation of Q � 64f0:8 for the highly attenuating region of
Eastern Honshu, Japan (Nakamura, 2010). These regionally
defined Q models for Japan are strongly frequency-
dependent and are valid for small areas. For our study, for
any given source-path area, the Q model may be different.
Because we are using high frequencies up to 30 Hz (fmax),
the corrected spectrum becomes unstable and the size of the
correction becomes much larger than the original spectrum.
Second, we created a loss ratio to represent the percentage of
the energy measured as compared to the idealized attenuated
spectrum. In both cases, we found that the correction factor
was much larger than 50% for most of the recordings, so that
the correction was much larger than the measurement. Thus,
we choose not to make the correction, and instead to restrict
our stress-drop comparison to source-station distances of
≤20 km for which attenuation effects are small. In principle,
correction for attenuation effects would allow for further,
more distant stations to be used to determine Δσ-arms.

arms-Stress Drop Compared to eGf-Stress Drop

We compare the Δσ-arms to the Δσ-eGf of Baltay et al.
(2011) in Figures 5 and 6, using source-receiver distances of
less than 20 km for theΔσ-arms. For each sequence, the stress
drop is shown for both methods as a function of moment. In

most cases the Δσ-arms compares well to the Δσ-eGf
(Fig. 5b). For some of the smaller events, theΔσ-arms under-
estimates the Δσ-eGf, due to the increased effect of attenu-
ation acting on the narrower bandwidths of the smaller
earthquakes, which have proportionally more high-frequency
radiation. The error bars shown for Δσ-eGf are 95%
confidence intervals on the fc fit, in log space, which are
propagated to stress-drop errors, ε, so that ε�Δσ-eGf� �
3�ε�fc�. For Δσ-arms of individual events, this same propa-
gated error is six times smaller, ε�Δσ-arms� � 1

2
ε�fc�, simply

due to the dependence on f1=2c , rather than f3c (Fig. 5b; note:
the error bars are not explicitly shown forΔσ-arms as they are
smaller than the symbol size).

The correlation between logΔσ-arms and logΔσ-eGf is
0.77 for both sequences considered together, 0.83 for the
Chuetsu 2004 sequence alone, and 0.58 for the Iwate-Miyagi
sequence. The p-values, or probability of obtaining the above
correlation values under the null hypothesis that the two
sequences are uncorrelated, are 2:71 × 10−11, 4:83 × 10−8,
and 0.0037 respectively, much below the 0.05 significance
level (95% confidence) of the test, substantiating the signifi-
cance of the correlations (Fig. 6). One event, highlighted in
Baltay et al. (2011) with an anomalously low Δσ-eGf, has a
similarly low Δσ-arms, located in the lower left corner of
Figure 6.

The log10 Δσ-arms of the population of earthquakes fol-
lows a normal distribution with an equivalent median of
4.4 MPa and standard deviation of 0.42 (for R < 20 km),
while the log10 Δσ-eGf for the same 52 events also follows
a normal distribution, with a very similar median of 5.0 MPa
and standard deviation of 0.40 (Fig. 5a). The fact that the
overall variation of stress drop is not greatly reduced with the
arms estimates, as was initially expected, indicates that the
source of variability in stress-drop measurements reflects
inter-event source variability, rather than uncertainty in cor-
ner frequency nor inherent uncertainty in either of the two
methods considered here.

The comparison ofΔσ-arms withΔσ-eGf illustrates that
the eGf method of Baltay et al. (2011) effectively removes
path and site effects. For close stations (R < 20 km)
or for larger events for which attenuation at high frequencies
has less impact on the arms measurement, the Δσ-arms are
similar to Δσ-eGf, at a fraction of the computational cost.
The eGf method requires a mainshock and a well recorded
eGf event at the same station, utilizing assumptions about the
corner frequency, spectral shape of the eGf, and an iterative
spectral correction scheme (see Baltay et al., 2010). In com-
parison, the Δσ-arms is computationally and algorithmically
simple, and each event record can be measured independ-
ently with fewer assumptions.

For example, the eGf method of estimating Δσ requires
assumptions about spectral shape, taken in Baltay et al.
(2011) to be the Brune ω−2 model, and in turn, assumes an
input stress drop to determine the corner frequency of the eGf
event. Different choices for starting stress drop affect the
final median Δσ-eGf values. Secondly, the determinations
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Δσ-eGf, for the enervated earthquake in the lower left. The color
version of this figure is available only in the electronic edition.
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of Δσ-eGf are dependent on the other earthquakes in the
sequence in the iterative eGf deconvolution scheme. Baltay
(2011) showed that different eGf events can affect the appar-
ent stress by about a factor of 2, for teleseismic eGf decon-
volution; assuming error in stress drop is similar to error in
apparent stress, the choice of eGf event imposes a stress-drop
standard deviation of ∼0:15 (log10 units), less than the 0.4
found for the population of Δσ-eGf.

arms and PGA

PGA or amax denotes the maximum acceleration recorded
in an acceleration time history of an earthquake. It is an
important parameter for describing earthquake hazard as it
relates directly to the forces imparted upon a structure and
can be read directly from a strong-motion seismogram.
Though other, more sophisticated, measures of ground motion
are currently used in earthquake engineering, PGA is appli-
cable to describe hazard for stiff, high-frequency structures
such as nuclear power plants.

While PGA can occur anywhere in the acceleration time
history, it almost always occurs in 0 ≤ t ≤ Td, where 0 de-
notes the S-wave arrival; this window is almost always the
window of strongest shaking. Assuming that acceleration
time histories in 0 ≤ t ≤ Td are stationary, bandlimited,
Gaussian white noise, PGA and arms can be related as

PGA
arms

�
����������������������
2 ln

�
2Td

To

�s
; (3)

where Td is the duration of the signal, defined above as 1=fc,
and To is the predominant period, taken here to be 1=fmax,
the highest frequency considered (Vanmarcke and Lai, 1977;
Hanks and McGuire, 1981). While the exact relationship be-
tween To and fmax varies somewhat from this assumption
(D. Boore, personal comm., 2012), we use the relationship
originally implemented by Hanks and McGuire (1981) for
consistency with the original analysis. Equation (3) then
becomes

PGA
arms

�
��������������������������
2 ln

�
2fmax

fc

�s
: (4)

We measure PGA from the horizontally averaged
KiK-net acceleration data, and normalize by the right side of
equation (4) to compare to measured arms (Fig. 7). Both sur-
face and borehole recordings show that PGA is predictable
from arms. The surface recordings are about a factor of 4
larger, attributable to surface amplification and material con-
trast, as discussed above for Δσ-arms.

We represent PGA theoretically by combining equa-
tions (1) and (4):

PGA � 2Rθϕ�2π�2
Δσ

106ρR

����������
fmax

fc

s ��������������������������
2 ln

�
2fmax

fc

�s
; (5)

and note that it is dependent on stress drop, Δσ, and corner
frequency, fc, for any given earthquake with moment M0 at
distance R. We normalize the PGA to a distance of 10 km,
using 1=R geometrical spreading. Figure 8 compares the
theoretical PGA at a distance of 10 km to the data-measured
PGA. While, at first glance, the trends in Figure 8 may not be
obvious, we note that the relationship of equation (4), shown
as a solid black line, does not account for any attenuation
other than simple geometrical spreading. Smaller events,
∼Mw <5, at the farther distances, are proportionally more
attenuated due to their narrower bandwidth, and hence the
relationship for PGA overestimates those data. Larger earth-
quakes, and closer recordings, are much better represented
by the theoretical PGA.

To model the theoretical PGA, we use an input log stress-
drop distribution from Baltay et al. (2011) with an equivalent
median of 5.12 MPa and standard deviation of 0.42 for the
two mainshock-aftershock sequences studied here. The
propagated standard deviation for log PGA is 0.51 (dashed
lines in Fig. 8). Then for a range of given moments for
Mw 3–8, we calculate the corner frequency from equation (2),
and input the mean stress drop and corner frequency into
equation (4).

Substituting in equation (A7) to show PGA as a func-
tion of moment, similar to equation (12) of Hanks andMcGuire
(1981) results in
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Figure 7. Measured PGA compared to measured rms-
acceleration. After normalization, PGA is predictable from rms-
acceleration, assuming the relationship derived using random
vibration theory. This supports the assumption that acceleration
time histories are white, Gaussian noise in the frequency band of
interest, and implies that we can use simple stress-drop relations
to predict PGA.
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PGA ∝ Δσ5=6

ρRβ1=2

���������
fmax

p
M1=6

0

����������������������������������
2 ln

�
fmaxM

1=3
0

βΔσ1=3

�s
: (6)

This can be approximated as PGA ∝ M1=5
0 for 3:0 <

Mw < 6:5. Substituting log10 M0 � 1:5 Mw � 9:05, we
see that the dependence of PGA on magnitude is very weak

log10 PGA ∝ 0:3Mw (7)

(Hanks and McGuire, 1981, equation 14). Figure 8 illustrates
this trend. Over a factor of a 106 in seismic moment, from
Mw 3.0 to Mw 7.0, the measured PGA increases by only a
factor of ∼100, from ∼0:01 g to ∼1 g. The closest data,
within 5 km, which are best represented by the simple model,
increase only by a factor of 10 from ∼0:03 g at Mw 3.3 to
∼0:4 g at Mw 6.9.

For larger events, Mw >5:5, and close stations,
R < 20 km, the theoretical relationship for PGA fits the data
very well. Figure 8 shows the coefficient of determination
goodness of fit (R2 values) of the PGA data to the model
(solid black line). For data recorded at <5 km distance,
the model does an excellent job of predicting the data, with
a coefficient of determination of 0.82. For the data at greater
distances, however, the success of the model fit to the data is
decreased, to 0.59 at 5–10 km and to 0.56 at 10–20 km.
Although anelastic attenuation has a constant effect on the

high-frequency end of the acceleration spectrum for all event
sizes at a given distance, smaller earthquakes have a smaller
theoretical bandwidth due to their higher corner frequency.
Hence, attenuation affects a proportionally greater share of
the spectral bandwidth of the smaller events, causing an
observed decrease in PGA as compared to the theoretical
relationship. Attenuation is greater at the farther distances,
and so the affect on smaller events is enhanced. The theoreti-
cal formulation for PGA does not model any attenuation or
other loss as the waves propagate, and is thus unable to
match the data at distances where the amplitudes are signifi-
cantly decreased by attenuation.

Overall, our results indicate that the theoretical relation-
ships developed can be used to predict PGA reliably for large
(Mw >5:5) events at event-station distances up to 30 km, and
forMw >3:0 earthquakes at stations up to ∼20 km distance.
The loss of energy from attenuation for smaller events and
those farther than ∼20 km emphasizes the need to develop
attenuation relations for describing PGA.

Discussion and Conclusions

We estimate stress drop directly from acceleration
records for two earthquake sequences in eastern Honshu,
Japan, using seismic moments and corner frequencies deter-
mined by Baltay et al. (2011). The Δσ-arms had previously
not been rigorously compared to other stress-drop methods
using such a well-recorded data set. The log10 Δσ-arms is
normally distributed with an equivalent median of 4.4 MPa
and standard deviation of 0.42 (log10 units), comparing well
to the log10 Δσ-eGf of Baltay et al. (2011), which has an
equivalent median of 5.0 MPa and standard deviation of
0.40. However, the Δσ-arms suffers a loss of signal for
smaller events and farther distances due to anelastic attenu-
ation. In this study, we do not correct the time-domain, arms

measurements for any attenuation or other path effect, except
a simple 1=R spreading correction. Based on corner fre-
quency uncertainty only, the Δσ-arms yields smaller errors
for individual earthquakes. Overall, however, the population
ofΔσ-arms shows a similar median and standard deviation to
that of the eGf method. These two methods are measuring
inherently different parts of the spectrum: frequencies near
fc and below are important in determining the Δσ-eGf,
while frequencies higher than the corner are used in the
Δσ-arms, yet both estimate similar stress drops. Our results
suggest that the observed standard deviation in stress-drop
measurements, approximately 0.4 in log10 units, or a multi-
plicative factor of 2.5, stems from inter-event source variabil-
ity, rather than uncertainties in the measurement methods.
This also underscores that the eGf method is an improvement
over traditional methods of estimating source parameters.

We also use theoretical relationships to predict PGA, and
find that for the larger events (Mw >5:5) at distances up to
30 km, and for smaller events at closer distances, < ∼10 km,
PGA is predictable given a generic input stress-drop distribu-
tion and earthquake moment. The variability of arms from this
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data set is similar to that of PGA, not greatly reduced as
might be thought (Fig. 7), a result also found by McCann
and Boore (1983). While the ability to predict PGA given
magnitude and distance is not new, and has been extensively
used for ground-motion prediction, the fact that this simple
model, with few assumptions, fits the data so well is a
testament to the inherent simplicity in the excitation of
high-frequency, strong ground motion, measured as PGA.

Our results support the analysis originally performed
by Hanks (1979) and Hanks and McGuire (1981), which
showed that stress drop could be computed from acceleration
records, and that PGA was predictable within 50% from
source parameters, for the 16 earthquakes considered in the
original study. The underlying assumption that earthquake
acceleration records are white Gaussian noise, with a flat
power spectral density within the band limit from the corner
frequency to the maximum frequency, is reinforced by our
results. Furthermore, the Δσ-arms results further support a
self-similar ω−2 earthquake model, as discussed in Baltay
et al. (2011), in that we see no systematic variation in stress
drop, however measured, with earthquake size.

Variability in stress drop, both Δσ-eGf and Δσ-arms as
discussed here, is akin to the natural, random, aleatory
variability in ground-motion prediction equations, τ , often
referred to as expressed as “between event” variability
(Al Atik et al., 2010). The variability found in this study from
Δσ-eGf and Δσ-arms, at close distances, is consistent with
that of other global source studies (Kanamori and Anderson,
1975; Hanks, 1977; Andrews, 1986; Oth et al., 2010), and in
fact is about as low as has been found for any population of
earthquakes (e.g., Thatcher and Hanks, 1973, with log10
standard deviation of 0.67; Allmann and Shearer, 2009,
log10 stardard deviation of 0.62). Hence, the variability of
Δσ-eGf and Δσ-arms can be used as a bound on the aleatory
variability, τ , in ground-motion prediction equations. Stress
drop is also an important input parameter to the stochastic
method of generating simulated ground motions, so under-
standing its distribution and variance is central for describing
the variability of the output ground motion. Furthermore, as
the simple relationships for arms and PGA employed here
(equations A8 and 5) match the strong-motion earthquake
data quite well, these source-physics based formulations
can be used to understand and model ground-motion data,
in order to explore and explain the underlying simplicity
in the empirical attenuation relations.

The comparison between the eGf method and Δσ-arms

also emphasizes the robustness of the eGf approach for
estimating source parameters, as it accounts for all common
source and path effects in the analysis. In the eGf analysis,
more data can be incorporated from stations at much farther
distances. In order to estimate source parameters with a
method that does not rely on direct comparison of events
with similar paths, accurate attenuation relations are neces-
sary when incorporating data at distances farther than
∼20 km, in high attenuation regions, such as Japan or the
Western United States. In tectonic regions that are much less

attenuating, such as the Central and Eastern United States
(CEUS), or Switzerland, the Δσ-arms calculation may be
possible at much larger distances without accounting for
attenuation.

Because of the computational simplicity of Δσ-arms,
it could be estimated in near-real time, as it requires
only records from nearby stations and window length Td

(although arms is not highly dependent on Td), and some
knowledge of the moment, corner frequency, or duration
of the event. Such an approach would only require low-
intensity data retrieval, and ought to be straightforward to
implement. Earthquakes with higher stress drop give rise
to larger ground motions, so rapid assessment of earthquake
stress drops could provide more reliable ground-motion
predictions in the immediate aftermath of an earthquake.
Δσ-arms could also be used in regions where earthquake
activity is lower and calibration events that can serve as
eGfs are lacking. The fact that these same seismically less
active regions are often also less attenuating, as is the case
with the CEUS, further recommends adopting Δσ-arms for
this purpose. Finally, Δσ-arms can be used to expand the
current data set of stress-drop measurements, increasing
our knowledge of earthquake source parameters and associ-
ated aleatory variability.

Data and Resources

Acceleration data from KiK-net database are available
online (www.kik.bosai.go.jp/kik/) through the National
Research Institute for Earth Science and Disaster Prevention.
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Appendix A

Derivation of the arms Stress Drop

The root mean square (rms) value of an accelera-
tion time history can be related to stress drop (equation 3),
corner frequency, and fmax. The following derivation (equa-
tions A1–A9), given originally in Hanks (1979), is rederived
here to refresh the reader. Parseval’s Theorem states that the
energy in the time domain is equal to the energy in the fre-
quency domain (following Hanks, 1979, equation 10),Z ∞

−∞
ja�t�j2dt � 1

2π

Z ∞
−∞

j ~a�ω�j2dω � 1

π

Z ∞
0

j ~a�ω�j2dω:

(A1)

The second equality in equation (A1) arises because the
squared function is symmetric. Assuming significant motion
is recorded at close stations only for the duration of faulting,
and that the signal is bandlimited from fc to fmax, we
rewrite (equation A1) asZ

Td

0

ja�t�j2dt � 1

π

Z
2πfmax

2πfc
j ~a�ω�j2dω (A2)

(Hanks, 1979, equation 11). For spectra following a Brune
(1970) model,
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j ~a�ω�j � 2
1���
2

p Rθϕ
Ωo

�1� �ω=ωc�2
; (A3)

where Ωo is the long period spectral level, proportional to
the moment. The factor of 2 accounts for free surface
amplification; the factor of 1=

���
2

p
accounts for partitioning

of ground motion primarily onto two horizontal compo-
nents; and Rθϕ is the shear-wave radiation pattern. For fc ≤
f ≤ fmax (and hence ωc ≤ ω ≤ ωmax)

j ~a�ω�j �
���
2

p
RθϕΩoω2

c �
���
2

p
RθϕΩo�2πfc�2 (A4)

(Hanks, 1979, equation 13).
The rms of acceleration, arms, over the interval [0, Td] is

defined as

arms �
����������������������������������
1

Td

Z
Td

0

ja�t�j2dt
s

(A5)

(Hanks, 1979, equation 12). Combining equations (A2)–
(A5), with fmax ≫ fc, so that fmax-fc ≈ fmax, and assuming
Td � 1=fc,

arms �
�������������������������������������������������
1

Td

2

2π

Z
2πfmax

2πfc
j ~a�ω�j2dω

s

�
�������������������������������������������������������������������������������������
fc

1

π
j

���
2

p
RθϕΩo�2πfc�2j2�2πfmax − 2πfc�

r

arms � 2Rθϕ�2π�2Ωof3c

����������
fmax

fc

s
:

(A6)

For the Brune ω−2 model, stress drop is related to Ωo as
(e.g., Hanks and Thatcher, 1972),

Δσ � 106ρRΩof3c: (A7)

In this study, we take R as the hypocentral distance. For
the larger earthquakes, this distance may not be the most
applicable, but it is the simplest for our case and indistin-
guishable from other measures for all but the largest earth-
quakes in our population. Combining equation (A6) with
equation (A7) gives (Hanks, 1979, equation 17)

arms � 2Rθϕ�2π�2
Δσ

106ρR

����������
fmax

fc

s
: (A8)

The stress drop, Δσ-arms, is then expressed in terms of
arms, fmax, and fc, as in equation (1), where we assume a
density ρ � 2800 kg=m3; and Rθϕ � 0:6 is the rms value
of shear-wave radiation pattern

Δσarms
� arms

106ρR
2Rθϕ�2π�2

����������
fc
fmax

s
: (A9)
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