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Preface

With the recent occurrence of unexpectedly large earthquakes, seismic hazard anal-

ysis is now at a critical point, for which ground motion prediction is a key element.

Traditionally, ground motion intensity is predicted using the empirical ground mo-

tion prediction equations, relations developed from observed ground motion measure-

ments. There is a clear shortage of data for large events at short distances, and

seismologists increasingly turn to physics based approaches to simulate ground shak-

ing. Ground motion prediction is commonly divided into three main components:

source characterization, wave propagation through a three-dimensional crustal struc-

ture, and non-linear site response. Each of these represents a challenging research

endeavor, with significant source of uncertainty.

In this thesis, I develop the foundation for using ambient-noise seismology to pre-

dict ground motion, and apply the methods I build to data in California and Japan.

The cross-correlation of the ambient noise recorded simultaneously at two seismic sta-

tions has similar properties to the Green’s function between the two stations. In this

thesis, I develop techniques for robust estimation of reliable Green’s functions. Once

stable Green’s functions are obtained, I use a newly established surface-wave eigen

problem solver to correct the surface impulse response for source depth and mecha-

nism to construct a virtual earthquake. I validate the virtual earthquake seismograms

against data from nearby moderate earthquakes and demonstrate that strong basin

amplification occurs at the same locations in both data sets. I expand the virtual

point sources to extended ruptures and characterize the Los Angeles sedimentary

basin amplification sensitivity to M7+ scenarios on the San Andreas Fault. In Japan,

I use the ambient seismic field Green’s functions to characterize basin resonance,
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identify virtual sources that have for strong shaking potential and recover detailed

and complex wave propagation effects due to the basin structure that affect seismic

amplification in central Tokyo.

This thesis demonstrates the powerful opportunities that weak signals like the

ambient seismic field bring to seismic hazard analysis, and gives rise to new research

questions that will contribute to improve our understanding of the seismic hazard in

populated areas.
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CHAPTER 1. INTRODUCTION 2

With the recent occurrent of unexpectedly large earthquakes, ground motion pre-

diction is now at a critical stage. To mitigate the risk in the future damaging earth-

quakes, there is a parallel development of approaches that attempt to characterize

shaking hazard for large events: the empirical and the physics-based approaches.

The first approach relies on shaking intensity measurements of past earthquakes

to build empirical laws, called the Ground Motion Prediction Equations (GMPEs)

that predict ground motion based on a set of parameters that reflect in particular

the source processes, distance from the earthquake, and site conditions. The product

of this approach used by the structural engineers that design buildings to sustain

the predicted shaking, and to the authorities to establish appropriate building codes.

The second approach is based on a physical understanding of earthquake processes.

Recent observations of large earthquakes fuel a interest in modeling the complex

rupture mechanics behind them. There is also growing knowledge of the Earth’s

structure accruing from efforts made in active seismic surveys, body and surface-

wave tomography and coring, to establish accurate and detailed velocity models.

Finally, the rapid development of high-performance computing capabilities creates

opportunities to model complex and large earthquake rupture, and to propagate the

radiated seismic waves in fairly complex velocity models, and to finally predict ground

motion.

While those two approaches are by nature independent, there is an progressive

undertaking of cross-validation of those two approaches. For instance, Day et al.

(2008) simulate scenario earthquakes in southern California using a complex velocity

structure that includes sedimentary basins, and build relations between the predicted

shaking intensity and basin depth. The results of that study made the engineering

community incorporate basin effects in the GMPEs (Abrahamson et al., 2013; Camp-

bell and Bozorgnia, 2013). Physics-based approaches are limited by the accuracy of

the velocity models, and by the validity of the models of complex earthquake me-

chanics. The GMPEs are most limited by a shortage of data for large events at short

distances. If physics-based methods are to be trusted, they need to be validated

against earthquake data. I undertake this effort in this dissertation. I character-

ize complex wave propagation effects in sedimentary basins and build large virtual
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earthquakes using the ambient seismic field.

New opportunities in seismology have emerged through analysis of the ambient

seismic field. One key characteristic of the ambient seismic field is its similarity

to diffuse acoustic fields. The cross-correlation of acoustic diffuse fields recorded at

two sensors is related to the impulse response of the medium in which the seismic

waves travel. The second key element in analyzing the ambient seismic field is that

it is recorded continuously at any seismic station. This contrasts with the signals

that we use, mostly earthquake signals and their often location and timing that

do not favor traditional methods in seismology. Aki (1957) was first to make use

of the ambient seismic field to construct the Green’s function through the spatial

autocorrelation method. Claerbout (1968) formulated the relation between cross-

correlation seismograms at the surface and seismograms from real buried earthquakes.

Helioseismology (Rickett and Claerbout , 1999) adopted the concept while acoustics

explored the conditions under which we can extract the true Green’s function (Lobkis

and Weaver , 2001; Weaver and Lobkis , 2006). But it is only with the studies from

Campillo and Paul (2003); Shapiro and Campillo (2004); Sabra et al. (2005a) that

truly sparked a new movement in earthquake seismology to extract seismic-wave

propagation information through the analysis of the ambient seismic field and the

coda waves.

There are numerous names to the cross-correlation function, empirical and/or

elastodynamic Green’s function, impulse response, transfer function, or coherency,

but they always refer to the response of the medium to an impulse point source

force. We obtain in practice the impulse response by cross-correlating the simultane-

ously recorded diffuse seismic field, commonly the ambient seismic field or coda-wave

from earthquakes, recorded at two sensors, usually seismic stations. Under appro-

priate conditions (Snieder , 2004; Sánchez-Sesma and Campillo, 2006; Sánchez-Sesma

et al., 2008), the cross-correlation function of the diffuse seismic fields resembles these

Green’s function, both in phase and amplitude. Because the seismic sensors are of-

ten located at the surface, the fundamental mode of the surface waves dominates the

Green’s functions (Campillo and Paul , 2003; Shapiro and Campillo, 2004; Sabra et al.,

2005a). The phase and amplitude information captured in the correlation function
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provides opportunities to characterize the medium underneath, but their accuracy

needs to be verified.

The averaged group and phase velocities between the two seismic sensors that

we measure with the cross-correlation function are fairly accurate. The velocity mea-

surements obtained from this technique benefit the tomography studies(Shapiro et al.,

2005; Sabra et al., 2005b; Bensen et al., 2008; Lin et al., 2008; Nishida et al., 2008;

Roux , 2009; Moschetti et al., 2010; Lawrence and Prieto, 2011; Karplus et al., 2013)

in regions where data is limited. Although the accuracy in those measurements needs

to be addressed (Weaver et al., 2009; Tsai , 2009; Froment et al., 2010), they allow

monitoring wave-speed changes in volcanoes (Brenguier et al., 2008a; Duputel et al.,

2009), and may bring new information on post seismic response of the crust (Bren-

guier et al., 2008b; Minato et al., 2012).

Developing reliable amplitude measurements, however, is more difficult. Most

data processing techniques used to recover accurate phase measurements, such as

converting to sign-bit, annihilate the amplitude information (Bensen et al., 2007).

Prieto and Beroza (2008), Prieto et al. (2009), and Lawrence and Prieto (2011) use the

simple measurement of unprocessed ambient seismic field to recover the amplitudes

predicted from earthquakes and infer attenuation information at a regional scale.

Theory-based analysis raises important questions about the ability to trust amplitude

measurements, primarily due to the effects of non-uniform noise source distribution

(Tsai , 2011); however, numerical studies agree with the empirical results and indicate

that such concerns are exaggerated (Cupillard et al., 2011; Lawrence et al., in press).

While most of the interest in the ambient seismic field studies has been drawn

toward characterizing and imaging the Earth’s structure, my PhD work is different. I

focused my research to making use of the amplitude information to understand seismic

hazard. Prieto and Beroza (2008) demonstrates the similarity between the waveforms

from the Ambient Seismic Field (ASF) impulse responses and the records from a

moderate earthquake in southern California. The similarity between the ASF Green’s

functions and the earthquake records also demonstrated that we could retrieve the

seismic amplification observed in long-period surface waves when traveling through

complex sedimentary structure. The correlation function obtained from the ASF is
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the response of the medium to an impulse point force located at the surface. Real

earthquakes, however, have mechanisms that can be represented by a double couple

force system acting at depth. Moreover, for significant earthquakes, the finite extent

and evolution of rupture propagation are important.

In this thesis, I present a new approach to construct seismograms for long-period

surface-waves from large virtual earthquakes, and I carried out research using data

in both southern California, USA, and in Kanto, Japan. Figure 1.1 illustrates the

steps to this approach, and its presentation by chapters. We first record the ambient

seismic field continuously at seismic stations that are located at the surface (a), and

we construct the impulse response (b), assuming that one station acts as a virtual

source. The impulse responses themselves carry most of the information of complex

wave propagation effects, such as the ones that dominate the strong ground motion

in sedimentary basins.

In Chapter 2, I use the simple surface-to-surface responses from virtual sources

located in Honshu to receivers located in Kanto. By using two dense seismic networks,

I am able to characterize the resonance of the sedimentary basin underlying Tokyo, to

identify the location of virtual earthquakes in central Honshu that would most affect

the shaking in Tokyo, and finally to explain observed strong shaking from complex

wave propagation effects such as surface-wave to body waves conversions.

To construct long-period seismograms from large earthquakes, the surface-to-

surface impulse response needs to be corrected to capture the surface-wave excitation

for a buried source. The surface-wave excitation depends strongly on the local struc-

ture and on the source depth. In Chapter 3 (step (c) of Fig. 1.1), I develop a new

approach to solve the surface-wave eigen problem using spectral collocation given

the piecewise smooth velocity profile underneath the station source. Using this in-

formation, in Chapter 4, step (d-e), I correct the surface-to-surface response to the

responses of a realistic dislocation source located at depth. I validate the method, that

we refer to as the Virtual Earthquake Approach, against four moderate earthquakes

in southern California.

In Chapter 5, I extend the point source approximation to reproduce the ground

motion from large earthquakes. To construct the Green’s functions from virtual
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sources on the southern San Andreas Fault, I deployed a temporary array composed

of 10 broadband sensors along the fault. I refer to this experiment as San Andreas

Virtual Earthquake - Los Angeles (SAVELA). I deployed between mid-February and

mid-June 2010, period during which the El Mayor – Cucapah M7.2 earthquake oc-

curred, limiting our recordings of ambient seismic field to half the planned duration.

Despite the limited data, I construct Green’s functions that are of sufficient quality

to evaluate first order effects of the finite rupture on long period ground motion. I

use realistic pseudo-dynamic source models (Graves et al., 2011) to construct a large

virtual earthquake, and this allows me to compare directly the Virtual Earthquake

Approach waveforms with ground motion simulated from physics-based approaches

for the same sources. I find a coupling of source directivity with basin structure, and

greatly enhanced ground motion due to deep sedimentary basin and to the presence

of a seismic waveguide. Moreover, I find overall larger shaking than predicted from

the CyberShake ground motion simulations.

The SAVELA deployment is only a pilot experiment that represents a first step

in predicting ground motion from the ambient seismic field for significant scenario

earthquakes. The Virtual Earthquake Approach provides a new and independent

way to characterize the shaking hazard of large earthquakes at long periods and

should be incorporated in Seismic Hazard Analysis.



Chapter 2

Amplification Hazard in Kanto

Basin, Japan

8
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Introduction

Urban settings where tall structures are present, the prediction of long-period strong

ground motion is a key component of seismic hazard analysis. Among the metropoli-

tan areas that are highly exposed to seismic activity, some are situated on top of sedi-

mentary basins that consist of unconsolidated sediments surrounded by stiff bedrock.

Such complex velocity structure can trap seismic waves, increase their amplitudes,

and extend the duration of shaking, which greatly affect damage. These effects can

overwhelm the amplitude decay with increasing distance from the earthquake source.

The most dramatic example of strong seismic amplification distant from the source is

the M 8.0, 1985 Michoacan earthquake, that devastated Mexico City in a subduction

event that was 300 km distant from the city. This earthquake lead the seismology

community to pay closer attention to wave propagation effects in unconsolidated sed-

iments (Bard et al., 1988; Aki , 1993; Furumura and Kennett , 1998).

In Japan, the damage caused by the M8.3 Tokachi-oki, 2003 in Hokkaido, were

largely due to long-period surface waves that amplified in soft sediments (Koketsu

et al., 2005). Miyake and Koketsu (2005) used earthquakes off the Kii Peninsula

to estimate the natural excitation of three major sedimentary basins, Osaka, Nagoya

and Kanto. They found a relatively long-period resonance (4 – 10 s), which correlates

with the shape and thickness of the sediment structure. Seismic amplification was also

found in the Kanto Basin during the M6.8 Chuetsue, 2004 and the M6.6 Chuetsu-oki,

2007, earthquakes (Furumura and Hayakawa, 2007; Koketsu and Miyake, 2008).

The Kanto sedimentary basin consists of unconsolidated sediments with S -wave

velocities as low as 500 m/s (Yamada and Iwata, 2005; Yamanaka and Yamada,

2006; Tanaka et al., 2005), and a bedrock basement as deep as 4 km underneath

Chiba prefecture (Afnimar et al., 2003). The concave structure of the sediments

combined with their low wave speed yield a resonance period of approximately 7 s

(Miyake and Koketsu, 2005; Furumura and Hayakawa, 2007). Large displacements

were recorded, and simulated, during the Niigata-Chuetsu earthquakes (Miyake and

Koketsu, 2005; Furumura and Hayakawa, 2007). These authors propose the presence

of a seismic waveguide near the Gunma pass that would funnel seismic waves from
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the Niigata region into the Kanto Basin. Waveguides in other settings are known to

enhance seismic amplification by giving waves into sedimentary basins (Olsen et al.,

2006, 2009; Day et al., 2012; ?).

The large and dense seismic network MeSO-net (Metropolitan Seismic Observation

Network) (Sakai and Hirata, 2009; Kasahara et al., 2009) focused on the scientific goal

of characterizing the structure under Tokyo, and in delineating the underlying plate

boundary fault systems. The deployment of the 296 shallow boreholes started 2009,

and provides dense coverage of sensors in the Kanto Basin (Fig. 2.1). Other than the

distant offshore aftershock sequence of the M9.0 Tohoku-oki, 2011 earthquake, only

a few earthquakes of MJMA (magnitude from the Japanese Meteorological Agency)

greater than 6 occurred since 2009. Tsuno et al. (2012, 2013) used those earthquakes

to measure seismic amplification and characterize the resonance frequency of the

basin. In addition to the seismic threat posed by the subduction zone earthquake,

central Honshu hosts a large number of active faults in the upper crust (Fig. 2.1;

AIST (2012)). Although some of these faults have been active historically, the lack

of instrumentally recorded events from those faults stresses the need to characterize

basin amplification from such crustal earthquake.

Since we cannot use earthquakes that have not yet occurred to characterize basin

amplification, we propose to use virtual earthquakes through the study of the Ambient

Seismic Field (ASF). With this new technique, one receiver acts as a virtual source,

and the ambient seismic field held provides the impulse response that includes elastic

and anelastic wave propagation effects. Figure 2.1 also shows the location of the

Hi-net (High Sensitivity Seismographs Network) borehole seismic stations (Okada

et al., 2004; Obara et al., 2005), stations that we propose to use as virtual earthquake

sources.

We estimate the impulse responses from all sources (Hi-net stations) in Honshu

to all receivers (MeSO-net stations) in Kanto. We estimate the averaged relative

peak ground motion (PGM) in the period band of interest (2 – 10 s). Our results

support previous correlations between resonance and velocity structure (Miyake and

Koketsu, 2005). We find positive correlation between the sediment thickness and the

mean PGM that is strongest around the period 6 s. We also examine the effect of the
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direction of seismic illumination on the basin amplification, address the contribution

of waveguides in channeling seismic waves into basins, and amplifying seismic waves.

We find that the amplification is increased for sources located in Central Honshu in

the Suwa Basin. Finally, we present evidence for basin-edge waves that convert from

surface to body waves and enhance seismic amplitudes in parts of Kanto Basin.

Ambient Seismic Field Green’s functions

We extract the ASF Green’s function by convolution of the ambient seismic field

recorded simultaneously at two seismic stations. We construct the ASF Green’s func-

tions, or impulse response functions, in the frequency domain, from the vertical ve-

locities recorded at the receiver A, vA(t), and at virtual source B, vB(t):

ĜAB(ω) =

〈
v̂A(ω)v̂∗B(ω)

{|v̂A(ω)|}2

〉
, (2.1)

where the operator 〈 〉 denotes stacking over time, and { } denotes smoothing over

the virtual source spectrum (in our case a 6 mHz running average) to stabilize the

deconvolution. We then stack each normalized cross-spectra over many time windows,

and by doing so, converge toward a Green’s function (Lobkis and Weaver , 2001; Sabra

et al., 2005a). We use 1-hour long time series, (Seats et al., 2011) and overlap the

times series by 20 minutes from 6 months of continuous record.

We treat 375 Hi-Net stations as virtual sources across Honshu and 296 MeSO-

Net stations as receivers in Kanto. Using 6 months of continuous record, we detect

coherent signal for sources as distant as 300 km from Kanto, covering then source

location from Sendai to Osaka. The energetic microseism originating from the Pacific

Ocean illuminates Kanto over a wide azimuth (>200◦), which greatly contributes to

stabilizing the amplitudes of the Green’s functions. The coherent signal bandwidth

ranges form 2 to 20 s for most station pairs. We define the signal-to-noise ratio as

the peak amplitudes of the time series normalized by the standard deviation of the

time series (max|f(t)| / std (f(t))). With this measure of stability of amplitude, we
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show in Figure 2.2 that directionality of the noise sources does not affect amplitude

measurements.
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We show in Figures 2.3, 2.4, and 2.5 examples of Green’s functions for virtual

sources distant from the Kanto Basin. We filter the time series between 3 and 10 s.

For each source, we select the receivers that fall within a few degrees of azimuth and

remove the first order effect of the amplitude decay with distance from the source.

Using the ambient seismic field, we reconstruct Rayleigh-wave phase velocities less

than 500 m/s. The dispersion of the waveforms is strong in Kanto compared to

dispersion of the surface waves for similar source-receiver distances in southern Cal-

ifornia (Shapiro et al., 2005; Prieto et al., 2009). Despite the expected amplitude

decay from geometrical spreading, larger seismic amplitudes dominate the far field,

where we expect the interaction with soft sediments to be stronger.

Seismic Amplification in Kanto region

The structure of the sedimentary basin often controls the long-period ground motion

in the observations (Miyake and Koketsu, 2005; Koketsu et al., 2005; Koketsu and

Miyake, 2008) and for wave propagation simulations (Olsen, 2000; Furumura and

Hayakawa, 2007; Olsen et al., 2006; Kawabe and Kamae, 2008; Olsen et al., 2009;

Iwaki and Iwata, 2010; Day et al., 2012). We show in Figure 2.1 the contours of the

VS=3.2 km/s isosurface depth, used in Furumura and Hayakawa (2007) as a measure

of the basin depth, that reflects the shape of the basin and from which we can infer

that the strongest effect on trapping seismic waves should occur underneath Chiba

Prefecture. We expect the deep basin to affect seismic wave resonance around 7 – 14 s,

and shorter periods 2 –17 s for the shallower part, as hypothesized from observations

and simulations (Miyake and Koketsu, 2005; Furumura and Hayakawa, 2007).

To isolate the effect of local structure on seismic amplitudes, we remove the

surface-wave geometrical spreading decay of
√
r appropriate for laterally homoge-

neous medium. At each receiver, we average the peak amplitude within the periods

3, 4, 6 and 7 s, and show in the spatial variation of the relative amplitudes (Fig. 2.6).

For reference, we contour every kilometer of the VS = 3.2 km/s isosurface depth, and

highlight the coastlines.
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We find a positive correlation between PGM and depth of basement (Figure 2.6).

The basin edge separates the low to high amplitude of the averaged PGM. The north-

ern tip of the seismic network is situated on top of a secondary sedimentary basin,

that we refer to as Saitama Basin. This basin may play a major role in channeling

seismic waves from Niigata into Kanto Basin (Furumura and Hayakawa, 2007), and

we see its clear resonance around 5 and 6 s (Fig. 2.6 (b-c)). The long periods 6-7 s

are more strongly excited where the sedimentary basin is the deepest, whereas the

shorter periods 3 – 4 s seismic waves seem to focus under Narita. There is asymmetry

in the excitation of the basin, with stronger shaking expected on the eastern side,

but we propose that these effects arise from seismic directivity as most of our virtual

sources are located on the western side of Kanto.

The margins of Tokyo Bay seem most affected in seismic amplification across

all frequencies, which could be explained through the low impedance of the uncon-

solidated deposits. It is interesting to note the correspondence between the high

amplitude patch on the western flank of the bay with the area where seismic waves

that are diffracted and reflected on the basin edge constructively focus (Furumura

and Hayakawa, 2007). Polarization measurements from the horizontal components of

the Green’s tensor should provide new insights to test this supposition.

A simple way to account for the effect of basins on ground motion is to correlate

the observed peak amplitudes with the thickness of the sediments. Day et al. (2008)

proposed a spectral response model with respect to the sediment thickness that moti-

vated a parametrization of basin effects in the Ground Motion Prediction Equations

(GMPEs). We use the function that accounts for basin response from Campbell and

Bozorgnia (2013) to predict its contribution to each period of the PGM:

log10(PGM(T )) =

{ (c14(T ) + c15(T ))(Z2.5 − 1) ; Z2.5 ≤ 1

0 ; 1 < Z2.5 ≤ 3

c16(T )k3(T )e−0.75
[
1− e−0.25(Z2.5−3)

]
; Z2.5 ≥ 3

,

(2.2)

where the coefficients c14, c15, c16, and k3 depend on the period T , Z2.5 is the VS = 2.5

km/s isosurface depth. Campbell and Bozorgnia (2013) find the GMPE parameter
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by fitting the predicted horizontal ground motion with recorded shaking intensities.

We narrow pass filter the time series around the periods of interest and show in

Figure 2.7(a) the mean peak amplitudes (logarithmic base 10 scale) against the VS =

2.5 km/s isosurface depth at each site (as provided by the integrated velocity model).

We plot the expression of equation 2.2 with the coefficients found in (Campbell and

Bozorgnia, 2013), and we plot the same function with the coefficients that best fit our

data, but reduced to three degrees of freedom. We see that the GMPEs fit well our

data for the period of 5 s and 7 s, but we see strong disagreement in the slopes used

in the GMPE. Finally, we can represent the variation with a simple linear relation:

log10(GMP (T )) = a(T )Z2.4 + b(T ), (2.3)

where we show the best fit slope and constant in Figures 2.8(b) and 2.8(c) respectively.

We see clear decay of the ground motion amplitude with period, but a variable scaling

that peaks at 6 s (Fig. 2.8(a)), period at which we also minimize the root-mean-squares

of the residuals.

Our results suggest that amplification systematically increases with basin depth.

We note additionally that the simulations of ground motion in the Los Angeles Basin

show an increase of the amplification effect with increasing period up to the natural

period of the Los Angeles Basin at 8 s Day et al. (2008). This connects well with our

results on the Kanto Basin with its natural resonance of 5 – 7 s.

We show that the surface-to-surface impulse responses extracted from the am-

bient seismic field are strongly affected by sedimentary basins and that we retrieve

effects that were observed in the Niiagata-Chuetsu earthquakes and tier ground mo-

tion simulations (Furumura and Hayakawa, 2007). Earlier in this study, we found

that the incidence of the surface-waves, or more precisely where the source is located,

produced drastically different shaking intensity. We take advantage of the density of

the Hi-net seismic network to locate potential earthquake sources that would most

affect strong shaking in Kanto Basin.
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Amplification Hazard

If the Earth’s structure were laterally homogeneous, earthquakes located at equal

distance from a receiver would produce identical shaking intensity, and amplitudes

would decay monotonically with distance from the source. Instead, we see strong

variations of ground motion from sources equidistant from Kanto. Figure 2.9 depicts

the peak ground motion measured from virtual sources located 150 to 200 km away

from the center of the MeSO-net array. From the North-East corner, the blue colored

shaking indicates low amplitudes, and moving counter-clockwise, this low intensity is
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expected from sources to the west until Niigata region. To the WNW, as we enter

the Nagano Prefecture, the sources produce significantly stronger shaking in Tokyo

(KMDH, SSWH, SUYH). The level of shaking from southern sources (TGKH and

HWKH) then decays to have level similar to the sources close to the north.
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We note that the NZWH station is the closest to the 2007 M6.8 Chuetsue epicenter,

but we do not see the strong amplification effect observed in Kanto Basin. It is

possible that this result from the lack of body- to surface-wave conversion mentioned

in Furumura and Hayakawa (2007) in our Green’s function at the virtual source

location.

The sources located in the Mastumoto area are intriguing since they are located

on bedrock. The northern Kanto Basin extends with a shallower expression toward

the Nagano area, which could explain channeling of the seismic waves from Nagano

events into Kanto Basin. This expression of complex wave paths needs to be further

investigated. Simulations should provide important additional information.

We now attempt to locate the sources that strongly affect the amplification, not

only with azimuth, but in more a general way, across Honshu. This is similar to

source imaging, where we search for locations on the fault that generate most of the

seismic energy. We separate regions in Kanto and define 20 km × 20 km bins for

which we form a cluster MeSO-net receivers. In each bin, we retain the PGM from

the Green’s functions filtered 2 – 10 s, predicted by sources that are at least 30 km

away.
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Figure 2.10 is a reciprocal representation of Figure 2.9, but it represents the sensi-

tivity for Kanto. For each sub region, we first average the peak amplitude for a given

source, to all receivers within that region. We then attribute a color to the shaking

potential of each source to that particular region that we interpolate in between vir-

tual sources (Fig. 2.10). We draw the contours of the VS = 3.2 km/s isosurface for

reference.

Our results correlate with Figure 2.9 where we see the Suwa stations highlighted by

hot colors. The dominant ”bright spot” interestingly is located in the mountainous

regions of western Saitama and eastern Yamanashi prefectures, East Nagano, and

Shinagawa and Kamakura, probably from being closer to Tokyo. No active fault has

yet been mapped in this area (AIST , 2012).

All things being equal, West Honshu has stronger shaking potential in Kanto than

the East Honshu for shallow earthquakes. Surprisingly, the surface-wave amplitudes

retrieved from the ASF Green’s functions are enhanced when traveling through the

sharper edge of the sedimentary basin (see Figure 2.1). To first order, the transmitted

waves from fast-to-slow material will have a larger amplitude than the incident wave,

simply due to impedance contrast. Furumura and Hayakawa (2007) propose that the

basin edge strongly scatters and refocuses seismic waves coming from the North into

central Tokyo. We propose that the scattering of surface-waves traveling through this

sharp interface explains the increased seismic amplification.

Amplification due to basin-edge effects.

We have shown that the Earth’s structure greatly affects seismic-wave propagation,

but we have so far only considered forward scattered wave propagation, and neglected

any phase conversion or reflections. With the strong variations in wave speed along

direct wave paths, such as the one expected at the western basin edge (Fig. 2.1),

we might anticipate the conversion of body waves to surface waves. Kawase (1996)

and Pitarka et al. (1998) explained the intense ground motion in the Hyogo-ken

Nanbu, M6.9 1994 Kobe earthquake with phase conversion at the edge of the Osaka

sedimentary basin. Graves et al. (1998) simulate horizontal S -waves traveling across
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the Santa Monica Fault into the Los Angeles Basin that partially convert to Love

waves, and show that the horizontal components are more efficiently excited at the

basin interface than vertical components. Ground motion mat also be amplified by

the interference of the direct body waves and diffracted surface waves, depending

on the angle between the incoming wave and the bedrock-basin interface (Adams ,

2000). Although we have not yet recovered the horizontal components from the

ASF Green’s functions, the patterns of complex wave propagation we observe suggest

possible reflection, phase conversion, and even the presence of body waves.

The Kanto Basin is known for its unconsolidated sediments with very low wave

speed that is contrasted with a stiff, high velocity, bedrock at its base. This en-

hances dispersion of surface waves, and, by doing so, extends the duration of shak-

ing at larger distances. We solve the surface-wave excitation using the Generalized

Eigenproblem Spectral Collocation method (Denolle et al., 2012), and given velocity

profile extracted from the velocity model (Koketsu et al., 2009). We then computes

the synthetic surface-wave vertical-to-vertical component of the Green tensor (Aki

and Richards , 2002) for receivers evenly spaced from 0 to 200 km away from a point

source. We show in Figure 2.11 the normalized Green’s functions, illustrate a simple

case of strong dispersion, and show examples of extended shaking in the far-field.

Note that this duration is only due to the sediment structure in a 1D profile, and

that we have not yet considered the 3D basin effect in wave propagation.

We show in Figures 2.12, 2.13, and 2.14 a few example of the ASF Green’s func-

tions from all MeSO-net receivers according to the source-receiver distance. We see

strong dispersion for the Green’s functions, as expected from the sediment structure

(Fig. 2.12). We also see early an arrival that is non-dispersive and approximately

twice as fast as the later wave train, that is highly dispersed and has higher fre-

quency content. We believe that the fast (wave speed ∼3 km/s), and non dispersive

arrivals are body waves, and we anticipate measuring their polarization using the

horizontal components of the Green tensor will support this conjecture.
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A source located at HSNH station, on the coast of Chiba Prefecture, produces

fascinating waveforms (Fig. 2.13). We see three distinct wave packets. The earliest

arrivals seem to propagate with approximate wave speed of 1.5 km/s and are impul-

sive. In contrast, the latest arrival is highly dispersed and has an approximate group

velocity of 500 m/s. Most importantly, we note the small amplitude, but nonetheless

very clear, reflected wave that propagates in the opposite direction at distance 100

km from the virtual source. This wave is also apparent in the anti-causal fields.

Finally, we highlight an intriguing expression of complex wave propagation that

only appears for specific source-receiver paths (Fig. 2.14) that suggests the presence

of phase conversions. KKKH and ASGH Hi-net stations are located on the western

end of the MeSO-net array and are located on bedrock. We observe fast and clean

arrivals close to the sources, within 80 and 40 km respectively. We propose that the

incident surface waves split between two main strands that we interpret as being SV

or P waves for the fastest train, and Rayleigh waves for the slow and dispersed wave

train.

Both the phase conversion and the reflection pattern are observed for additional

source-receiver paths. Since we know the location of each source and each receiver

(or their respective source-receiver distance), we estimate the location of this effect

by picking a source-receiver range within which we see the effect. We count the

number of times we pick a specific location, i.e. a station receiver, and we show in

Figure 2.15 the cumulated number of hits. We overlay the contours of the basement

(VS = 3.2 km/s isosurface depth). The sites that were counted numerous times are

directly located above the edge of the sedimentary basin. This clearly confirms the

hypothesis that surface-waves strongly interact with the basin edge.

Conclusions

In this study, we have laid the foundations of an analysis using the ambient seismic

field to characterize seismic wave amplification in Kanto Basin by combining both

MeSO-net and Hi-net dense seismic networks.

We have built peak ground motion maps at different frequency bands and related
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the spectral characteristics of the ground motion to basin structure and shallow ge-

omorphology. We also constructed a simple linear relation to predict the variation

of shaking intensity with sediment thickness. We believe the Ground Motion Pre-

diction Equations would benefit from incorporating the ambient seismic field Green’s

functions as an independent data set to predict long period ground motion.

The pattern of seismic amplification due to complex wave propagation effects out-

side of Kanto Basin is puzzling. We have identified the virtual sources that should

produce stronger shaking in Kanto and found that they are located in the Suwa Basin

in Central Honshu, where several strike slip and thrust M7+ earthquakes have oc-

curred in the past. The resulting ground motion produced in Kanto results from

complex wave paths that we suspect dare enhanced by the presence of the northern

Kanto Basin trend that channeled seismic waves. This was hypothesized to explain ob-

servation during the Niigata-Chuetsu earthquakes (Furumura and Hayakawa, 2007).

There are about permanent 23 Hi-net stations deployed above a fault that hosted

M7+ earthquakes, which suggest that they could be used to construct virtual earth-

quakes of that magnitude. Obvious future work is to generalize this approach and to

establish a data base of scenario earthquakes for all active faults of Honshu that are

close to Hi-net stations. Ultimately, this could enable a new approach to Probabilistic

Hazard Seismic Analysis for long-period ground motion.

Finally, we measure much more complex wave propagation effects than antici-

pated. The basin edges are found to greatly contribute to strong ground motion

as they cause phase conversion and, in particular, interference between surface and

body waves in the basin. Moreover, the impedance contrast between bedrock and

basin medium acts as a mirror for waves in the basin so that seismic waves reflects

from its boundary. With the ASF vertical Green’s functions, we see clear evidence

of phase conversion at the sharp sedimentary basin western edge of Kanto Basin.

We hypothesize the conversion Rayleigh and Sv waves that we suspect from the first

order measurement of move-out. Targeted future studies will incorporate horizontal

components, known to be the most sensitive to basin-edge features and to convert to

Love waves.

This study is an example of the extraordinary potential of dense seismic networks
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for characterizing seismic hazards in an urban environment. Specifically, our results

highlight the power of using virtual earthquakes from correlation of the ambient

seismic field, to compensate for the lack of data, and exploit the available seismic

networks to investigate basin amplification effects for large earthquakes.
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Introduction

Seismic waves in the Earth are modeled as elastic waves, and to first order the Earth

can be approximated as a 1-D medium because the depth variations of elastic prop-

erties are much stronger than horizontal variations. In this study we focus on surface

wave solutions only. Neglecting lateral variations in material properties, the elastic

wave equation in the frequency and horizontal-wavenumber domain takes the form of

an eigenproblem in the absence of sources. This problem has been solved by a vari-

ety of methods, beginning with the propagator-matrix approach of Thomson (1950)

and Haskell (1953). The propagator matrix technique begins with the assumption

of a layered medium with spatially uniform elastic properties within each layer. The

original method is known to suffer from instabilities at high frequencies (Ewing et al.,

1957). Since these methods were introduced, seismologists have devised a number of

approaches for obtaining accurate and stable solutions at high frequencies, including

the delta matrix method (Pestel and Leckie, 1963; Watson, 1970; Buchen and Ben-

Hador , 1996), the Schwab–Knopoff approach (Knopoff , 1964; Schwab and Knopoff ,

1971), and the R/T matrix method (Kennett , 1974; Kennett and Clarke, 1979; Ken-

nett , 2009; Pei et al., 2008).

In addition to the propagator matrix technique, the eigenvalue problem can also be

solved using the shooting method. This is more accurate but can be computationally

inefficient since it involves multiple iterations to satisfy all boundary conditions and to

isolate particular eigenmodes (Takeuchi and Saito, 1972; Dahlen and Tromp, 1998).

Another class of methods is based on directly approximating the eigenfunctions as a

finite sum of polynomials or other special functions, with coefficients determined by

minimizing appropriately defined residual functions. Galerkin finite element methods

like those developed by Lysmer (1970) fall into this class, as do collocation methods.

It is even possible to design hybrid methods that utilize both propagator matrix and

collocation techniques (Spudich and Ascher , 1983; Ascher and Spudich, 1986).

In this chapter, we focus on the surface-wave component of the seismic wavefield,

and treat the coupled system of equations as an eigenproblem, where the eigenvalues
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(wavenumbers) and eigenfunctions comprise the surface-wave modes. We follow Kir-

rmann (1995) and recast the system of ordinary differential equations in the depth

variable z into an equivalent linear eigenproblem in standard form,

Lu = ku, (3.1)

for wavenumber k and a linear differential operator L involving d/dz and frequency

ω. The eigenvector u contains the displacement fields and certain components of the

stress tensor as a function of depth z. The stress tensor components that enter u are

different than those in the standard stress-displacement vector. The eigenproblem

also requires appropriate boundary conditions.

We discretize the problem (Eq. 3.1) by seeking values of u at a finite set of points,

and convert the linear operator L into a matrix using a difference operator D to ap-

proximate the depth derivative d/dz. Boundary conditions are directly incorporated

as constraint equations on the point values of u and du/dz on the boundaries. This

yields a generalized matrix eigenvalue problem,

Au = kBu, (3.2)

where A and B involve D, and are singular (preventing us from rewriting (Eq. 3.2) as a

standard eigenvalue problem). Numerical solution of the finite-dimensional eigenvalue

problem is straightforward and directly yields all resolvable eigenmodes.

If we discretize this problem using N points with a standard finite-difference (FD)

scheme, it converges for sufficiently smooth solutions with error that decreases as

N−p, where p is the FD order of accuracy. We have found low-order FD methods

to be computationally intensive with unreasonably large values of N required for

an accurate solution. Instead we use a Chebyshev spectral collocation method that

converges faster than N−p for any p for smooth functions. Spectral accuracy is still

possible in the presence of discontinuous material properties, provided the domain is

split at material interfaces into multiple layers (within which properties are smoothly

varying). Each layer is separately discretized and fields on the two sides of the layer

interface are coupled with appropriate continuity conditions.
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We first show how to recast the eigenproblem in standard form. We then show that

a spectral collocation discretization greatly improves accuracy and efficiency relative

to finite difference methods. We refer to this optimal combination as the Generalized

Eigenproblem Spectral Collocation (GESC) method.

We verify the accuracy of our results against known analytical solutions for simple

cases, and against well-established methods (Herrmann, 1978) for more complex me-

dia. Once verified, we apply our method to solve for the surface-wave response of the

southern California crust as represented by a local profile of the SCEC Community

Velocity Model (CVM) (Magistrale et al., 2000; Kohler et al., 2003), and investigate

the cases where the Rayleigh wave surface particle motion transitions between ret-

rograde to prograde. Our method is both efficient and general and does not suffer

from instabilities at high frequency. It is more flexible than other approaches because

it allows a combination of homogeneous layers, continuous gradients, discontinuities

in material properties, and directly gives all surface-wave modes with no iteration

needed to satisfy boundary conditions or isolate particular modes.

Formulation of the eigenproblem

We combine Hooke’s law and the momentum balance for an elastic solid with depth-

dependent properties to derive the eigenproblem in the Fourier domain. In cylindrical

coordinates (r, φ, z), we seek a solution of the specific form (Aki and Richards , 2002):

u = [r1(k, z, ω)Smk (r, φ) + l1(k, z, ω)Tm
k (r, φ) + ir2(k, z, ω)Rm

k (r, φ)] e−iωt, (3.3)

where u is the displacement field, z is the depth coordinate, ω is the frequency, and

Tm
k (r, φ) =

1

kr

∂Y m
k

∂φ
er −

1

k

∂Y m
k

∂r
eφ, (3.4)

Smk (r, φ) =
1

k

∂Y m
k

∂r
er +

1

kr

∂Y m
k

∂φ
eφ,

Rm
k (r, φ) = −Y m

k ez.
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The unit vectors of the cylindrical coordinate system are (er, eφ, ez); the scalar

displacement functions are r1(k, z, ω), l1(k, z, ω), and r2(k, z, ω); and Y m
k (r, φ) =

Jm(kr)eimφ, with m the order of the Bessel function Jm(·) and k the horizontal

wavenumber. The elastic medium is characterized by its density ρ and Lamé pa-

rameters λ and µ. The compressional and shear wave speeds are α and β. The

equations governing Love and Rayleigh waves are

−ρω2l1 = −µk2l1 +
d

dz

(
µ
dl1
dz

)
, (3.5)

−ρω2r1 = −k2(λ+ 2µ)r1 − kλ
dr2

dz
+

d

dz

(
µ
dr1

dz

)
− k d

dz
(µr2) ,

−ρω2r2 = kµ
dr1

dz
− k2µr2 −

d

dz

[
(λ+ 2µ)

dr2

dz
+ kλr1

]
.

The standard approach to solve equation 3.5 is to define the stress-displacement vec-

tors for Love waves as (l1, l2), where l2 = σzφ, and for Rayleigh waves as (r1, r2, r3, r4),

where r3 = σrz and ir4 = σzz.

In this work, we assume a traction-free boundary condition at the free surface

z = 0 and vanishing displacement at the bottom of the domain. The latter is known

in seismology as the locked mode approximation (Harvey , 1981). Equation 3.5 yields

the Love-wave eigenproblem,

d

dz

[
l1

l2

]
=

[
0 1

µ

k2µ− ρω2 0

][
l1

l2

]
, (3.6)

where l1 = 0 at the bottom and l2 = 0 at the free surface; and the Rayleigh-wave

eigenproblem

d

dz


r1

r2

r3

r4

 =


0 k 1

µ
0

−k λ
λ+2µ

0 0 1
λ+2µ

k2 4µ(λ+µ)
λ+2µ

− ρω2 0 0 k λ
λ+2µ

0 −ω2ρ −k 0



r1

r2

r3

r4

 , (3.7)

where r1 = r2 = 0 at the bottom and r3 = r4 = 0 at the free surface. The resulting
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system can be written as df/dz = P(z)f(z), where f is the displacement-stress vec-

tor, and we can solve this boundary value problem either by direct integration from

the bottom to the surface (Takeuchi and Saito, 1972) or by the propagator matrix

approach (Haskell , 1953). As written, the system is a quadratic, rather than a linear

eigenproblem, because k is raised to the second power.

We propose a reformulation of the surface-wave eigenproblem that offers advan-

tages over the traditional approach described above. We replace the stress functions

l2, r3, and r4 with

L2 = kµl1, (3.8)

R3 = k(λ+ 2µ)r1 + λ
dr2

dz
, (3.9)

R4 = µ
dr1

dz
− kµr2, (3.10)

where σrφ = iL2, and σrr = iR3 and R4 = r3 = σrz.

The Love-wave eigenproblem becomes[
0 1

µ

ρω2 + d
dz

(
µ d
dz

)
0

][
l1

L2

]
= k

[
l1

L2

]
(3.11)

where l1 = 0 at the bottom and µdl1/dz = 0 at the free surface. The Rayleigh-wave

eigenproblem becomes
0 − λ

λ+2µ
d
dz

1
λ+2µ

0
d
dz

0 0 − 1
µ

ρω2 0 0 d
dz

0 −ρω2 − d
dz

(
4µ(λ+µ)
λ+2µ

d
dz

)
− d
dz

λ
λ+2µ

0



r1

r2

R3

R4

 = k


r1

r2

R3

R4

 (3.12)

where r1 = r2 = 0 at the bottom and (λ + 2µ)dr2/dz + λkr1 = 0 and R4 = 0 at the

free surface. If we include an internal layer interface, we must respect continuity of

the displacements l1, r1, and r2, and continuity of the traction components of stress

µdl1/dz, (λ+ 2µ)dr2/dz + λkr1, and R4.
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Reduction to a generalized matrix eigenvalue prob-

lem

The left-hand side of equations 3.11 and 3.12 involve linear operators with depth-

dependent elastic parameters and spatial derivatives. We convert this to a finite-

dimensional generalized matrix eigenvalue problem using a collocation method. We

solve for the eigenfunctions at N + 1 collocation points within each layer (indexed by

i = 0, 1, . . . , N − 1, N) by requiring that equations 3.11 and 3.12 be satisfied exactly

at those points. We approximate d/dz with the (N + 1)× (N + 1) difference operator

D. For a field f with point values fi, (df/dz)i =
∑N

j=0Dijfj.

To accommodate discontinuities in material properties, we layer the medium by

placing internal interfaces at locations such that the eigenfunctions are smooth within

the layers. Collocation points are placed on either side of an interface, and we enforce

appropriate continuity conditions to relate fields on the two sides.

we incorporate the boundary and continuity conditions by removing rows of the

matrix system and replace them by appropriate equations of constraint. We illustrate

the technique for Love waves in a single layer. We adopt the convention that z is

positive downward with z = 0 being the free surface, so that i = 0 is at the free surface

and i increases with z until i = N at the bottom. First, we discretize equation 3.11

as (
0 µ−1

DµD + ρω2 0

)
uL0
...

uL2N+1

 = k

(
I 0

0 I

)
uL0
...

uL2N+1

 , (3.13)

where I is the (N+1)×(N+1) identity matrix, the vector uL contains the Love-wave

displacement and stress (l1 L2) sampled at the collocation points, and µ and ρ are

diagonal matrices of the depth-dependent shear modulus and density evaluated at

the collocation points. The first N + 1 rows correspond to Hooke’s law at the N + 1

collocation points, and the last N + 1 rows are the momentum balance equation at

the same points.

To introduce the boundary conditions at the free surface and the bottom, we

remove entire rows of the system and replace these with constraint equations. At the
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free surface (i = 0) we replace Hooke’s law with the condition µ00

∑N
j=0 D0ju

L
j = 0,

where µ00 is the first element of µ. This replaces the first row in (3.13). At the

bottom (i = N) we replace Hooke’s law with the rigid-bottom condition uLN = 0. This

replaces row N + 1 in equation 3.13. In the more general case of a layered medium,

coupling conditions at layer boundaries are incorporated using a similar approach.

Once boundary conditions have been implemented, the resulting matrices A and B

are singular, making this a generalized eigenvalue problem. The problem is readily

solved using the QZ algorithm (Moler and Stewart , 1973), which is implemented in

Matlab’s subroutine eig through an interface to the LAPACK library.

Discretization using a Chebyshev collocation method

The method described in the previous section can be implemented using any difference

operator D. A simple approach would be to use a standard low-order finite-difference

approximation, for which error would decrease as N−p for some small integer p. In-

stead, we use a Chebyshev spectral collocation method. Spectral methods are by far

the most efficient when the solution is smooth, in which case they converge faster

than N−p for any p. Chebyshev collocation methods are an appropriate choice for

problems on a non-periodic, bounded domain (Trefethen, 2000). The basic unknowns

are the values of the fields at N + 1 collocation points. These values uniquely define

a global degree N interpolation polynomial that can be used to evaluate the solution

at any value of z. The interpolation polynomial can equivalently be written in terms

of an expansion over the Chebyshev polynomials, but the method does not require

solving for the coefficients of that expansion.

The collocation points are not evenly distributed over the interval; they are instead

clustered near the boundaries. We first map the interval z ∈ [a, b] to ẑ ∈ [−1, 1] with

the mapping z = (a + b)/2 − ẑ(b − a)/2. In this standard interval, the collocation

points, ẑn, are the Chebyshev-Gauss-Lobatto points

ẑn = cos
(nπ
N

)
, n = 0, · · · , N. (3.14)
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The differentiation matrix D for the Chebyshev method is well known and the dif-

ference operation can be efficiently implemented with an FFT-based algorithm (Tre-

fethen, 2000).

Verification of the numerical method

In this section we compare the Chebyshev collocation solution to solutions for simple

models consisting of layers of constant elastic properties. This allows us to gauge how

many points are needed within each layer to obtain a desired accuracy.

Single layer case We first consider the simple case of a homogeneous finite-width

layer with zero displacement at the bottom of the layer (z = H) and no traction at

the surface (z = 0). The medium has constant elastic properties such as α for the

P-wave speed, β for the S-wave speed and ρ for the material density. We calculate the

true solution for this trivial case. For simplicity, we solve the system in a cartesian

coordinate system, but similar results are obtained from a cylindrical framework. The

Love-wave analytical solution for the wavenumber and eigenfunction is trivial, and

for any mode n:

knL =
√

ω2

β2 − π2(n−1/2)2

H2

l1(z) = cos(π(n− 1/2)z/H) (3.15)

We compare our numerical solution with the first five modes with this analytical

formulation in Fig. 3.1. One approach to solve the Rayleigh-wave case is to derive

the displacement fields from potentials. Using the notation ηα = ω
√

1/c2 − 1/α2 and

ηβ = ω
√

1/c2 − 1/β2 for P- and S-wave vertical slowness respectively, we write the

potential as solutions to the wave equation:
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φ(z, k, ω) = (A1 cosh(ηαz) + A2 sinh(ηαz)) e−ikx (3.16)

ψ(z, k, ω) = (B1 cosh(ηβz) +B2 sinh(ηβz)) e−ikx,

where we calculate constants A1, A2, B1, B2 when satisfying the boundary conditions

of vanishing displacement at the bottom of the layer r1(H) = r2(H) = 0 and zero

traction at the surface R4(0) = σzz(0) = 0. We derive the displacements from the

potentials:

r1(z) =
∂φ

∂x
− ∂ψ

∂z
(3.17)

r2(z) =
∂φ

∂z
+
∂ψ

∂x
(3.18)

We incorporate equations 3.17 in equations 3.18 and express the boundary conditions

to find the constants. The traction-free surface yields:

B1 =
2ikηα
k2 + η2

β

A2 (3.19)

B2 = −
k2 + η2

β

2ikηβ
A1 (3.20)

We impose zero-displacement at the bottom of the layer and replace B1 and B2 using

equations 3.19 and 3.20 to express a system of equation for A1 and A2:

A1

[
cosh(ηαH)−

k2 + η2
β

2k2
cosh(ηβH)

]
=

[
− sinh(ηαH) +

2ηαηβ
k2 + η2

β

sinh(ηβH)

]
A2

(3.21)

A1

[
sinh(ηαH)−

k2 + η2
β

2ηαηβ
sinh(ηβH)

]
=

[
− cosh(ηαH) +

2k2

k2 + η2
β

cosh(ηβH)

]
A2 .

(3.22)

We obtain the dispersion relation by canceling the determinant of this system:



CHAPTER 3. SURFACE-WAVE EXCITATION 47

(4 + (2− c2

β2
)2) cosh(ηαH) cosh(ωηαH)−

(
4ηαηβ +

(2− c2/β2)2

ηαηβ

)
sinh(ωηαH) sinh(ωηβH)

−4(2− c2/β2) = 0

(3.23)

We solve this equation numerically using non-linear solver and compare the analytical

and numerical eigenfunctions for both differentiation methods.

We show in Fig. 3.1 the solutions for the fundamental and first four higher modes

for both a second-order finite difference discretization (FD2) and the Chebyshev spec-

tral discretization (GESC). The two methods find the correct solution for the fun-

damental mode; however, the spectral approach is much more accurate for a given

number of points, and for the number of points (∼50) used in the FD2 approach,

the solution was very inaccurate for higher modes. Note the dramatic difference in

convergence rate between the two methods. Even 100 points do not provide enough

resolution to accurately recover the higher modes with the low-order FD approach.

Multilayer case Next we consider the multilayer case with discontinuities in elas-

tic properties across horizontal interfaces. Analytical solutions become algebraically

awkward for multiple layers, so we compare our results with eigenfunctions gener-

ated from a widely known and verified algorithm Computer Programs in Seismology

(Herrmann, 1978), which we refer to as CPS. Those solutions are calculated using

the Haskell–Thompson propagator matrix technique that includes a bottom bound-

ary condition for semi-infinite half-space. To approximate this condition, we add a

thick layer at the bottom of our model. We find that for fixed frequency, a layer with

ωH/β > 10 provides a satisfactory approximation (error < 10−10) to the half-space.

As a test case, we use a medium with four homogeneous layers over a thick layer that

approximates an underlying half-space (Table 4.1).

As shown in Figure 3.2, for periods of 1 s and 3 s, both methods accurately retrieve

the displacement eigenfunctions for the four first modes. In this case, the size of the

residuals depends not only on the accuracy of our solution, but also on the accuracy of
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Figure 3.1: Surface-wave eigenfunctions for a single homogeneous layer with ωH/β =
3. (a) Love-wave displacement eigenfunctions l1 for the first five modes. (b) L∞
error between the Love-wave numerical and exact solutions for the fundamental mode.
GESC agrees to within machine precision after only 12–16 points, while FD2 converges
much more slowly. (c) Rayleigh-wave horizontal (r1) and vertical (r2) displacement
eigenfunctions for the first five modes. (d) L∞ error between the Rayleigh-wave
numerical and exact solutions for the fundamental mode.

the propagator technique, and the degree to which our lowermost layer approximates

a half space. Figure 3.2 verifies that the two techniques provide the same solution for

both Love and Rayleigh waves for all four modes at both periods considered.
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Table 3.1: Elastic properties in the layered medium.

Layer base (km) ρ (kg/m3) β (km/s) α (km/s)
12.5 2400 3 5.19
25 2625 3.5 6.06

37.5 2850 4 6.93
50 3075 4.5 7.79

1000 3300 5 8.66

Stability, accuracy, and efficiency In the original propagator matrix methods,

numerical instabilities arose at high frequencies due to inexact cancellation of ex-

tremely large terms (the exponentially growing solutions of the elastic wave equation)

of opposite sign. The collocation method completely avoids this because exponentially

growing functions are never evaluated, and the method is therefore free of instability

even at high frequencies. Of course, obtaining an accurate solution requires using

enough points to resolve the spatial variation of the eigenfunctions, and this increases

the size of the matrix system. Consequently, it is unavoidable that the computational

expense increases if one seeks to accurately solve for the high order modes at high

frequencies.

Using a spectral method, as opposed to a low order finite difference or finite ele-

ment method, minimizes the number of points required for accuracy, as demonstrated

by the examples above. Adaptive sampling further increases the efficiency to add res-

olution only where eigenfunction variations are likely to be the strongest (e.g., near

the free surface or material interfaces).

We illustrate this by solving for the fundamental mode at high frequencies (1– 50

Hz) using two sampling strategies. To quantify efficiency, we determine the minimum

number of grid points required to reach a given accuracy measured in terms of the L2-

norm of the difference between our solution and a high resolution reference solution.

We refine the mesh until error drops below a given tolerance (i.e., 10−3 or 10−6). We

focus on the specific material structure shown in Figure 3.3(a), which consists of three

layers. The uppermost layer, of thickness H, has an average shear wave speed β0.

One sampling strategy (not adaptive) specific to the surface-wave fundamental
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Figure 3.2: Comparison of the CPS and GESC solutions for the fundamental and
first three higher mode surface-wave displacement eigenfunctions (l1, r1, and r2) for
(a) T = 1 s and (b) T = 3 s in a layered medium (see Table 4.1).

modes is to increase the number of points, or resolution, in the first layer until meeting

the accuracy criterion. The second strategy (adaptive) is to divide the first layer

into two layers, with the shallowest having a frequency-dependent thickness H1 =

β0T/2, and the second layer having thickness H2 = H − β0T/2, where T is the

period. We then only refine within the upper layer for the fundamental mode. This

allows us to preserve high resolution near the surface where the spatial variations

of the fundamental mode eigenfunctions are strongest, while avoiding unnecessary
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refinement at greater depths where the eigenfunctions either vary slowly or have

negligible amplitude. The choice β0T/2 may not be optimal, but suffices for this

comparison.
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Figure 3.3: (a) Velocity profile used where λ is the frequency-dependent thickness
for the adaptive sampling. (b)Number of points required to meet accuracy of the
solutions with increasing frequency. Solid lines show the original sampling, dashed
lines show the convergence of the adaptive sampling

In Figure 3.3(b), we display the number of points required to reach a desired

accuracy with increasing frequency. In the first case (not adaptive), the required

number of points monotonically increases with frequency and the method becomes

computationally inefficient. In the second case (adaptive), the required number of

points levels off and it is possible to achieve a desired accuracy at arbitrarily high

frequencies without increasing the overall number of points. This simple test reveals

the advantage of using an adaptive sampling strategy to minimize computational

expense. One can envision a procedure that automatically adjusts the number of

points in each layer, or even the number of layers, to maximize efficiency, but we have

not pursued this.

We have now verified our technique for single and multilayer cases, primarily for

cases with constant properties in each layer. The power of the collocation approach

becomes more evident when there are gradients in the elastic properties. In this
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case, the propagator matrix technique loses accuracy since it replaces a medium

with continuously varying properties with a stack of homogeneous layers. In the

following sections we solve the eigenproblem for complex velocity structures, including

an example featuring thick sedimentary layers in a deep sedimentary basin. We

illustrate the technique by extracting dispersion curves for a 1-D profile from the Los

Angeles basin, which is an exceptionally deep (9 km) basin that is likely to have very

complex surface-wave modes. We take our velocity profiles from the SCEC CVM-4

velocity model (Magistrale et al., 2000; Kohler et al., 2003).

Dispersion Curves

Surface-wave tomography depends on dispersion, as expressed by variations in phase

velocity c and group velocity U with frequency. These can be related using the energy

integrals:

cR =
ω

kR
, cL =

ω

kL
UR =

IR2 + IR3 /(2kR)

cRIR1
, UL =

I2

cLI1

, (3.24)

where for Love waves

IL1 =
1

2

∫ ∞
0

ρl21dz, IL2 =
1

2

∫ ∞
0

µl21dz, (3.25)

and for Rayleigh waves

IR1 =
1

2

∫ ∞
0

ρ(r2
1 + r2

2)dz, IR2 =
1

2

∫ ∞
0

[
(λ+ 2µ)r2

1 + µr2
2

]
dz,

IR3 =
1

2

∫ ∞
0

[
λr1

dr2

dz
− µr2

dr1

dz

]
dz. (3.26)

The eigenfunctions are known at the Chebyshev collocation points, providing a unique

polynomial representation of the solution. We use Clenshaw–Curtis quadrature to

evaluate the energy integrals by simply calculating the dot product of the energy

integrands at the collocation points and the quadrature weights (Trefethen, 2000, ch.

12).
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Figure 3.4: Comparison between dispersion curves for CPS and GESC solutions for
fundamental mode Love (a) and Rayleigh waves (b). Because of the finiteness of our
bottom layer, we do not compare the very low frequency solutions.

In Figure 3.4, we verify the accuracy of the dispersion curves by comparing our

results with the dispersion curves calculated with CPS. This demonstrates the ac-

curacy and efficiency of the Chebyshev spectral collocation method for surface-wave

eigenfunctions, wavenumbers, and dispersion curves. Thus, we have at hand all the

tools necessary to generate synthetic surface-wave waveforms.
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Time domain waveforms

We seek to generate theoretical waveforms for surface waves in the far-field limit. We

follow Aki and Richards (2002, ch. 7, Eqs. 7.148, 7.150, and 7.151) and express the

displacement fields for surface waves generated by a point moment tensor source at

depth h recorded at distance r and azimuth φ in terms of the eigenfunctions.

We build a layered model (see Table 4.1) with constant properties in each layer

for this test case. We use a parabolic moment-rate function (Herrmann, 1978) with

the Fourier spectrum

Ṁo(ω) ∝ exp(−iω2τ)
4 sin2(ωτ/2) sin(ωτ)

(ωτ)3
(3.27)

where τ is the width of the parabola in time. We compute the spectrum of the surface-

wave displacements at each frequency, given a frequency sampling that depends on

the time sampling and length of the time series of interest. In the following example,

we generate a time series of 1000 s and 4096 points using the Fast Fourier Transform,

which leads to ∆t = 0.24 s.

In Figure 3.5, we compare results from the two methods for a double couple source

for a moderate earthquake in southern California (based on the 12/08/08 M 5.4 Chino

Hills event, with strike 291◦, rake 142◦, dip 58◦, and scalar moment M0 = 1.53× 1017

N m). The moment tensor is provided by the Southern California Earthquake Data

Center and involves both strike-slip and thrust components. We impose the source at

5 km depth and compute the displacement fields for a surface receiver at a distance

of 300 km and an azimuth of 50◦.

The waveforms clearly overlap, which verifies our method for the far-field case. As

mentioned earlier, the power of the spectral approach is that it allows a general

variation of properties with depth.
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Figure 3.5: Comparison between our results (GESC) and the waveforms obtained
using the CPS technique.

Surface-prograde particle motion

The first case we consider is the change in retrograde to prograde particle motion of

the Rayleigh fundamental mode that can occur when sediments overlie hard bedrock.

Tanimoto and Rivera (2005) suggest that the presence of very low shear wave speed

at the surface could change the Rayleigh wave particle motion from retrograde to

prograde and, for the special case of the Los Angeles sedimentary basin, this reversal

lies in the frequency band of 0.06 to 0.17 Hz depending on the thickness of the

sedimentary layer. We investigate these findings, first with an idealized velocity
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model used by Tanimoto and Rivera (2005).
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Figure 3.6: (a) Idealized velocity structure with thick sediment layers (6 and 8 km).
(b) Changes from retrograde to prograde motion for Rayleigh waves as indicated by
the ratio uz(0)/ux(0). For a given sediment thickness, we see a change in retrograde
to prograde motion from 0.07 to 0.18 Hz (for 6 km-thick sediments) and from 0.06
Hz to 0.12 Hz (for 8 km-thick sediments), highlighted in gray, given the surface shear
velocities β0 = 0.1605 km/s and 2β0.

We obtain the same transitions between retrograde and prograde motion for those

cases, as highlighted by the gray box in Fig. 3.6. The lower the surface shear velocity

is, given for a sediment thickness, the more likely prograde particle motion becomes.

We next consider 1-D velocity profiles extracted from the Community Velocity

Model Version 4.0 from the Southern California Earthquake Center, under several

seismic stations located above the thickest parts of the Los Angeles sedimentary

basin. In Fig. 3.7 we display the ratio of the horizontal and vertical eigenfunctions at

the Earth’s surface.

While we do not see any changes in the sense of particle motion at locations near

the deepest part of the sedimentary basin (WTT, USC, LGB and LLS), there are

interesting changes in behavior with the surface shear velocity showing ux(0) almost

four times as large as uz(0). Tanimoto and Rivera (2005) argue that this corresponds
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uz(0)/ux(0) as a function of frequency. We do not see changes in Rayleigh-wave
polarization for the expected locations on the deepest part of the sedimentary basin,
but we do see the retrograde-to-prograde transition occurring at higher frequency for
CHN.

to the resonant period of the sedimentary layer for vertically traveling shear waves.

It is interesting to note that in this case, the 5 – 8 s periods we find are similar to the

resonant frequency of the geometry of the basin and the 1-D structure. Surprisingly,

the change from retrograde to prograde particle motion occurs at a shallower part of

the sedimentary basin, at CHN. At this location, the sediments are thinner and the

gradient in the elastic parameters is much stronger, which results in the change in

particle motion.

We further explore the occurrence of prograde Rayleigh-wave particle motion from

variations in the velocity models in simple cases. We test for the cases of layer of

thickness H = 1 km for constant layer properties and constant gradient over half space.

We vary the value of a Poisson medium β1, α1, ρ1 at the surface and keep the half-

space elastic properties β2, α2, ρ2 constant (Fig. 3.8). We establish a characteristic

frequency fc = (β2 − β1)/H that reflects the contrast of impedance. In Figure 3.8

(b), we show the ratio of the vertical-to-vertical eigenfunction values taken at the

surface that reflects the ellipticity of the particle motion. In the case of a half space,

this ratio is approximately -1.5. We map the range of frequency where we expect
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prograde particle motion at a given contrast in shear velocity as highlighted in red

above the contour line. Prograde particle motion only occurs in a very narrow range

of frequency and elastic parameters for Poisson medium. We note however that the

ratio varies considerably in media with high contrast. The ratio varies from the half

space value to positive values smoothly in the case of a gradient over half space,

whereas the transition is much sharper in the constant layer over half space cases.

Hypocenter depth effect on ground motion

We calculate the surface-wave eigenfunctions for a 1-D model extracted from CVM4

and located at the epicenter of the M 5.4, 2008 Chino Hills earthquake. The model has

a combination of layers, gradients, and large discontinuities, which are straightforward

to incorporate in our approach. The hypocenter is estimated to be around 12.4

km. Although we cannot reproduce 3-D effects from the sedimentary basin in our

simulations, we can demonstrate the effect of depth on surface wave excitation for

this source. This is important because the Puente Hills Thrust, which underlies

the basin, has the potential for large earthquakes that could strongly excite basin

resonances. We explore what would be the impact of a deep over shallow source on

the theoretical displacement spectra at a distant station (SDD) in Orange County,

for sources in the sediments at depths of 4 and 8 km, and at 13 km depth in the

underlying bedrock, near the site of the Chino Hills earthquake. In the time series,

we impose a moment-rate function with a width τ = 0.5 s as in equation (3.27).

As expected in Fig. 3.9, the depth of the source in this particular velocity profile

strongly influences the wave excitation spectrum. For the shallow source (4 km), high

frequency surface waves are much more strongly excited. The velocity structure and

the depth of the source have a strong effect on the resulting ground motion predicted

in terms of duration and spectrum of the shaking.



CHAPTER 3. SURFACE-WAVE EXCITATION 59

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

f/
f c

2 (
0

)/
r 1

(0
)

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2(0
)/

r
2

1
(0

)

−1.2

−0.8

−0.4

0

r
 20

16

12

8

4

0

D
e

p
th

 i
n

 k
m

β1,α1 ,ρ1

β2,α2 ,ρ2

3 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

β
1
/β

2

f/
f c

0 1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9

2

4

6

8

1

2

4

6

8

2

−2

−1.6

−1.2

−0.8

−0.4

0

2 (
0

)/
r 1

(0
)

r

(b) H/V ration at the surface(a) Velocity Profiles

1 2 4

 20

16

12

8

4

0

D
e

p
th

 i
n

 k
m

β1,α1 ,ρ1

β2,α2 ,ρ2

β (km/s)
α (km/s)
ρ (g/cm )3

Figure 3.8: (a) Velocity profiles tested: constant properties layer on the top and
constant gradient at the bottom. (b) ratio of the Rayleigh-wave eigenfunctions taken
at the surface r2(0)/r1(0) for varying upper layer velocities and normalized frequency.

Conclusions

We have developed a formulation of the surface-wave eigenproblem in standard linear

form, and converted it to a generalized matrix eigenvalue problem using a Chebyshev

spectral collocation method. The spectral collocation approach allows us to solve
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the eigenproblem with high accuracy with a minimal number of points per layer

(generally about 20 – 30 for fundamental mode calculations). The accuracy of spectral

methods makes this technique highly efficient. We verified the method by testing our

results against analytical solutions for simple velocity structures and against solutions

calculated with traditional methods (Herrmann, 1978) for more complex structures.

We have not considered anelasticity in this study. In similar formulations, anelas-

tic effects of a linear viscoelastic solid can be incorporated by allowing the elastic

moduli to assume complex, frequency-dependent values. Although we have not im-

plemented it, this approach should be straightforward to handle in our method, since

the eigenvalue solver can be equally well applied to complex matrix systems having

complex eigenvalues.

The power of using spectral collocation methods for this eigenproblem is that they

permit general variations of properties with depth and solve the eigenproblem in an

accurate and efficient manner. This allows for the sort of complexities in shallow

crustal structure (sediment consolidation with depth, sharp interfaces, low velocity

zones) that we expect to encounter in practical situations. The frequency range

that can be solved is broad and our technique is free of numerical difficulties at

high frequencies, provided we optimize the number of points in each layer to ensure

adequate resolution and minimize the total number of points used.

We demonstrate the utility of our method by calculating dispersion curves and

theoretical surface-wave seismograms in the far-field approximation. We apply the

method to particular locations from the Los Angeles sedimentary basin. We have

explored the domain of occurrence of prograde particle motion at the surface for sim-

ple cases and found only a narrow range that satisfy the conditions. We however

highlighted the impact of sharp contrast in velocity structure on the Rayleigh-wave

ellipticity at the surface. We do not find the retrograde to prograde particle mo-

tion switch at the specific locations of the SCEC CVM4 mentioned by Tanimoto and

Rivera (2005); however, we do see it at locations where the sedimentary basin is

shallow and where the gradient with depth of the elastic parameters is very strong.

We highlight, however, the importance of structure on the Rayleigh-wave elliptical
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particle motion and further work is needed to undertake the inverse problem. Pre-

liminary work from Lin et al. (2012) uses both the H/V ratio and the phase velocity

measurement to constraint α, β and ρ.

This eigenproblem may be generalized to examine any interface-wave behavior.

We have so far worked with air-solid and solid-solid interfaces by constraining specific

boundary conditions. We can extend the problem of fluid-solid interface waves for

non-viscous fluids, such as Scholte waves in the ocean, by changing the boundary and

continuity conditions.
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Introduction

Ground motion prediction is a central component of seismic hazard analysis. Until

recently, it has been based primarily on ground motion prediction equations, which

are regressions of observed ground motion intensity measurements (Abrahamson and

Shedlock , 1997; Toro et al., 1997) against source, path, and site descriptions. Those

empirical equations suffer from a shortage of data for large seismic events at short

distances, and only account for wave propagation effects, such as amplification in

sedimentary basins, approximately, if at all.

Simulations of earthquake rupture and the resulting ground motion have the po-

tential to overcome the lack of data and to properly model wave propagation in basins,

so seismologists are increasingly turning to such physics-based methods (Olsen et al.,

2006, 2009) for ground motion prediction. If such simulations are to be trusted,

however, their accuracy must be established (Hartzell et al., 2011).

Within the three main sources of uncertainty in ground motion prediction, the

earthquake rupture process, wave propagation in a complex three dimensional Earth,

and nonlinear site effects, we focus on the linear wave propagation, or path effects,

and only consider moderate sized earthquakes, for which a simple source description

suffices. Prieto and Beroza (2008) use deconvolution of the ambient seismic field

without pre-processing and show that the relative amplitude of the Ambient Noise

Impulse Response Function (ANIRF) is preserved and exhibits similar propagation

effects to those observed in records of a moderate earthquake.

Figure 4.1 shows schematically the steps we undertake to obtain a realistic dis-

placement response to a buried double couple source. The ANIRF is the surface-wave

response of the Earth to a virtual source (a point force) at the surface (station-source)

and recorded at the surface (station-receiver). Because the point force and recorded

displacement are both three-component vectors, the ANIRF is a rank two tensor with

nine components. We compute the nine components of the ANIR tensor following

Prieto and Beroza (2008) (Fig. 4.1(a)) and show in the first section that we retrieve

reliable propagation information with the ambient noise surface-impulse response.

The source depth strongly affects the fundamental mode excitation at short periods,



CHAPTER 4. THE VIRTUAL EARTHQUAKE APPROACH 65

especially for complex velocity structures, such as in southern California, and we must

account for that. However, the impulse responses obtained from the ambient noise,

which account for the complex 3-D wave propagation, restricts the surface-wave ex-

citation to be at the surface. If we describe the medium surrounding the source to

be locally 1-D, we can express the excitation as solution of the surface-wave eigen-

problem. In the second section (Fig. 4.1 (b)), we use the Generalized Eigenproblem

Spectral Collocation (GESC) method (Denolle et al., 2012) to solve the surface-wave

eigenproblem by assuming locally a 1-D medium at the virtual source. We use the

displacement eigenfunctions to correct the ANIRF and simulate the response of the

Earth to a buried point force. In the following section (Fig. 4.1(c)), we account for

radiation pattern effects due to a double-couple at depth. We compare the predicted

surface-wave ground motion from the depth-and source-corrected ANIRFs, referred

to as ”virtual earthquakes,” with records from moderate earthquakes, which we treat

as point sources at the wavelengths/periods of interest. We choose four events that

occurred close to permanent broadband seismic stations in southern California to

validate the approach: the 2009 M 4.5 San Bernardino, 2008 M 5.1 Hector Road,

2008 M 5.4 Chino Hills, and 2011 M 4.2 San Fernando earthquakes. By validating

the virtual earthquakes against data, we demonstrate that it should be possible to

simulate long-period ground motion from larger earthquakes with this approximation.

We have discussed in the previous chapters the validity and uncertainties in the

ambient seismic field Green’s functions on how we preserve the relative amplitudes

with minimal data processing of the ambient seismic field. Although the noise sources

consistently originate from the Pacific coast (Stehly et al., 2006) in the period band

of 5 – 10s. We show in figures 4.1– 4.8, the maximum amplitude of the impulse

responses, averaged from causal and anticausal sides. We do not observe any sys-

tematic azimuthal (i.e., from each station source to each receiver) variation in the

amplitudes, which suggests that our process successfully recovers energy that is much

closer to the idealized equipartitionned case than the directional source distribution

would indicate.
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Figure 4.1: Scheme to predict surface-wave response to buried point dislocations using
the ambient seismic field. (a) We compute the impulse responses ̂ANIRF (xB,xA, ω)
from the ambient noise displacement records at the virtual source A, v̂(xA, ω), and
receiver B, v̂(xB, ω). (b) We solve the surface-wave eigenproblem and use the displace-
ment eigenfunctions l(z) to predict the response to a buried point force (symbolized
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predict ground motion in B, û(xB).
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√
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r is the distance between source and receiver for the virtual source HEC.
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Impulse response functions

We use the raw ambient seismic field to compute the IRFs for one year of continuous

data (during 2010 – 2011) from the Southern California Seismic Network and ANZA

seismic network. We select one-hour-long time series, and discard the ones with

spikes larger than 10 times the standard deviation of the window, and compute the

frequency domain IRF (Prieto et al., 2009).

Stehly et al. (2006) shows that the noise sources in southern California varies

through the year cycle, but mainly originate from the oceans. We use Seats et al.

(2011)’s technique to improve the apparent azimuthal distribution of the noise sources,

which accelerates convergence to the Green’s function. We divide the day-long records

into 70 time windows of 30min duration, overlapped by 20 minutes.

In the context of predicting ground motion, we define the ANIR tensor to be

proportional to the surface-wave Green tensor G(x,x′, t), up to a normalization factor

that is common to all receivers. The Green tensor component Gij(x,x
′, t) is the ith

component of displacement at receiver position x and time t by a unit impulse in

the jth direction applied at source position x′ and time t = 0. The Fourier transform

of G(x,x′, t) is Ĝ(x,x′, ω); a similar notation applies to other fields in the following

derivations. For each station pair (A,B), we compute the ANIR tensor component

averaged over many time windows:

̂ANIRij(xB,xA, ω) =

〈
v̂i(xB, ω)v̂∗j (xA, ω)

{|v̂j(xA, ω)|}2

〉
, (4.1)

where A is the virtual source (seismic station) and B is the receiver (seismic station),

v̂i(xA, ω) and v̂j(xB, ω) are their respective noise displacement spectra. The operator

〈 〉 denotes stacking over time-windows and { } denotes smoothing over the virtual

source spectrum (10-point running average) to ensure stability in the deconvolution.
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Along with the smoothing operation, we apply a water level if necessary to avoid

singularities in the deconvolution.

To extract both Rayleigh and Love waves, we rotate the tensor from the co-

ordinate system North-East-Down (NED) to Radial-Transverse-Down (RTD). The

vertical component D is positive downward and the horizontal rotation is shown for

the radial and transverse components, respectively R and T in Figure 4.6.

We compute the nine components of the Green’s tensor, given the three channels at

each station. We make the assumption that the Rayleigh waves are fully described in

the radial and vertical planes (on the tensor components RR, RD, DR, DD) and that

the Love waves are on the transverse components only (TT). This is an approximation

since we ignore off-great-circle propagation, and any Love-to-Rayleigh wave conversion

(and vice versa), surface wave-to-body wave conversion from complex 3-D structure

(Gregersen, 1978; Yoshida, 2003; Langston et al., 2009), or anisotropy (Yao et al.,

2011). These effects may be present in the Green’s function, but we do not correct

for them in the excitation nor in the recording at the specific locations. In southern

California, we see some leakage of energy on the cross-terms DT, TD, RT and TR

in the period band 4–10 s. Although this is not the focus of our study, it is a useful

observation that could be used to constrain crustal structure.

Once we account for the common proportionality factor between the Green’s function

and the ANIRF, we use the superscript AN to refer to the ANIR tensor GAN and

we assume that ĜAN
TD = ĜAN

TR = ĜAN
DT = ĜAN

RT = 0 at all frequencies. Note that GAN

refers specifically to the Green tensor between two surface locations. We exploit the

causal and anticausal symmetry of the Green’s function (Snieder , 2004; Bensen et al.,

2007) by averaging the causal and anti-causal time series.
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Figure 4.6: Coordinate system.
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Figure 4.7: DD impulse responses compared with earthquake observations. We show
in (a) the earthquake locations and mechanisms, the virtual sources, and the receiver
locations. We show in (b)-(e) the vertical-to-vertical ANIRFs (in blue) against, the
displacements (in cm) earthquake waveforms (in red), band passed 4–10 s, for Chino
Hills, Hector Road, San Fernando, andSan Bernardino earthquakes respectively.

To verify that we retrieve correct path effects from the ANIR tensor, we compute

the impulse responses from the stations closest to the four epicenters, or virtual

sources: CHN for Chino Hills, HEC for Hector Road, LFP for San Fernando, and

CLT for San Bernardino (see Table 4.1). First, we compare the vertical-to-vertical

impulse responses with the vertical displacement earthquake records, band passed

4 – 10 s. We calibrate the ANIRFs to the observed displacement amplitudes using

a normalization factor (peak displacement amplitude) common to all stations pairs
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that accounts for the strength of the coherent signal traveling from the virtual source

We correct the ANIRF for the distance between the station source and the es-

timated epicenters, listed in Table 4.1, by using the phase velocity dispersion curve

computed from GESC at the virtual source location.

In Figure 4.7, we show the similarity between the observed records and the vertical-

to-vertical component of the ANIR tensor only. The horizontal components reveal

similar results. By rotating the Green tensor into the RTD coordinate system, we

align the orientation of the coordinate system into the maximum of the single-force

radiation lobes. We therefore expect some misfit between the earthquake records

that include the dislocation source mechanism radiation, and the impulse responses.

However, in the 4 – 10 s period band, we see reasonable match of the amplitudes

between both waveforms for the specific examples shown in Figure 4.7. This implies

that the impulse responses capture, to the first order, the path effects from the vir-

tual source as found by Prieto and Beroza (2008). Figures 4.7(b)–(e) illustrate the

power of using the ANIRFs as a tool for ground motion prediction. The geometrical

decay clearly dominates the surface-wave amplitudes; however, for receivers located

in the Los Angeles Basin, the ANIRFs also capture the observed local surface-wave

amplification (stations RIO in Figure 4.7(d) and OLI in Figure 4.7(e)) and extended

duration.

Surface-wave excitation depends on the complexity of the velocity structure and

is strongly frequency dependent. A source at the surface will more efficiently excite

short period waves than a buried source. Therefore, for a better representation of

earthquake ground motion, we have to correct the ANIRF for the effect of depth on

the surface-wave excitation.

Correction for source depth

In this section, we focus on the fundamental surface-wave modes and assume that the

medium surrounding the source can be approximated by a 1-D vertical structure. We

express the surface-wave part of Green tensor in the RTD system as the contribution

of both Rayleigh and Love waves:
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G ≈ GL + GR =


GRR 0 GRD

0 GTT 0

GDR 0 GDD

 . (4.2)

We use the convention of Aki and Richards (2002) and derive the source-depth depen-

dence of the Green tensor in cylindrical coordinates. For a surface receiver located

at x and a source located at x′, we define horizontal distance between the source

and receiver r, azimuthal angle φ, and source depth h. To simplify the notation, we

suppress explicit ω-dependence while retaining the source-depth dependence h. The

Love-wave Green tensor is naturally expressed in the frequency domain as

ĜL(h) =
1

8cLULI1

√
2

πkLr


0 0 0

0 l1(0)l1(h) 0

0 0 0

 exp(i(kLr + π/4)), (4.3)

where l1(z) is the Love-wave displacement eigenfunction at depth z, cL the phase

velocity, UL the group velocity, kL the wavenumber, I1 = 1/2

∫ ∞
0

ρ(z)l21(z)dz is the

first energy integral. The Rayleigh-wave Green tensor is

ĜR(h) =
1

8cRURI1

√
2

πkRr


r1(0)r1(h) 0 −ir1(0)r2(h)

0 0 0

ir2(0)r1(h) 0 r2(0)r2(h)

 exp(i(kRr + π/4)),

(4.4)

with similar notation as in the Love case; the Rayleigh-wave group velocity, phase ve-

locity and wavenumbers have the subscript R and I1 = 1/2

∫ ∞
0

ρ(z)(r2
1(z)+r2

2(z))dz.

The horizontal and vertical displacement eigenfunctions, respectively r1(z) and r2(z),

are frequency and depth dependent.

We note from equation 4.3 that
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ĜTT (h) =
l1(h)

l1(0)
ĜTT (0). (4.5)

For Love waves, 4.5 shows a linear relationship between the Green tensor component

for a source at depth and the Green tensor component for a source at the surface. The

correction factor is the ratio of the displacement eigenfunctions taken at the source

depth and surface. The ambient noise Green tensor GAN contains the information on

the surface-wave 3-D propagation in the true complex crustal structure. We replace

GTT (0) with GAN
TT to obtain

ĜTT (h) ≈ l1(h)

l1(0)
ĜAN
TT . (4.6)

This relation is always stable, in the sense that division by zero or nearly zero is

avoided, because the Love-wave displacement eigenfunctions are nonzero at the sur-

face.

For the Rayleigh-wave components of the Green tensor, we have analogous ex-

pressions:

ĜRR(h) ≈ r1(h)

r1(0)
ĜAN
RR and ĜRD(h) ≈ r2(h)

r2(0)
ĜAN
RD (4.7)

ĜDR(h) ≈ r1(h)

r1(0)
ĜAN
DR and ĜDD(h) ≈ r2(h)

r2(0)
ĜAN
DD (4.8)

These relationships are stable in most cases for similar reasons. Tanimoto and Rivera

(2005) and Denolle et al. (2012), however, highlight changes from the usual retrograde

to prograde Rayleigh-wave particle motion at the free surface for certain velocity

models and frequencies. In such cases, the r2(0) can be small (or even zero) and

this correction becomes ill-conditioned. We have preliminary results on where we

should expect those changes, which we expand in Chapter 3. In this particular case,
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however, we use the Southern California Earthquake Center Community Velocity

Model Version 4.0 (CVM4.0) (Magistrale et al., 2000) for which we do not see such

changes in particle motion at the frequencies of interest.

We extract from CVM4.0 the velocity profiles at the four seismic stations closest

to the epicenters and represent them in Figure 4.8(a). Table 4.1 contains the locations

of the earthquake hypocenters (Hauksson et al., 2012) with their respective virtual

source (seismic station) name and location. LFP, CHN, and CLT are located in

sedimentary basins, which involve strong velocity gradients at shallow depth. HEC is

located in the Mojave Desert, and presents characteristics of the shallow crust that are

closer to bedrock. The Hector Road event occurred shallow (∼5 km) on a strike-slip

fault that accommodates part of the distributed right-lateral motion of the Eastern

California Shear Zone (Savage et al., 2001). The Chino Hills earthquake occurred on

the blind thrust underlying the sedimentary basin (Hauksson et al., 2008) at greater

depth (∼15 km), whereas the San Bernardino earthquake, with similar depth, is near

the deepest part of the San Andreas Fault system. The 2011 San Fernando earthquake

occurred at ∼7.3 km near the location of the 1994 M 6.7 Northridge earthquake.

We represent in Figure 4.8 the source-depth correction to the Green tensor in the

1-D approximation. The dominant pattern of this correction (right panel of Fig. 4.8)

is the filtering of the high frequencies for sources at depth. For the radial components,

the second feature to note is the change of sign in the spectral correction related to

the frequency-dependent zero crossing of the radial eigenfunction at depth.

Radiation pattern correction

We write the surface-wave displacements, ûi, at x generated by a point source de-

scribed by the moment tensor M̂ at the source located at x′ as

ûi(x) = M̂pq
∂

∂x′q
Ĝip(x,x

′). (4.9)
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Figure 4.8: (a) Velocity and density profiles under seismic stations LFP, HEC, CLT,
and CHN. (b)–(d) Ratio of the radial (Rayleigh), transverse (Love), and vertical
(Rayleigh) displacement eigenfunctions taken at the source depth and the surface for
the four respective seismic stations located closest to the earthquakes of interest.

Assuming that Ĝ can be expressed in the form given in equations (4.2)-(4.4), we

follow Aki and Richards (2002), assuming that the largest contributions are from

depth derivatives of the eigenfunctions and the horizontal derivatives of exp(ikr).

We rotate the coordinate system from NED to RTD and under the approximation

described earlier, simplify the horizontal partial derivatives to:

∂Ĝ

∂R
= −ikĜ and

∂Ĝ

∂T
= 0. (4.10)

For Love waves, we expand (4.9) using the depth-corrected Green tensor Ĝ(h) and

approximate:

ûT = M̂TD
∂ĜTT

∂Z

∣∣
Z=h
− ikLM̂TRĜTT (h). (4.11)
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From equation 4.3, we see that

∂ĜTT

∂Z

∣∣
Z=h

=
l′1(h)

l1(h)
ĜTT (h) =

l′1(h)

l1(0)
ĜTT (0). (4.12)

And approximating ĜTT (0) ≈ ĜAN
TT ,

ûT ≈
1

l1(0)

[
−ikLM̂TRl1(h) + M̂TDl

′
1(h)

]
ĜAN
TT . (4.13)

In a similar manner, one can show that for Rayleigh waves,

ûD ≈ 1

r1(0)

[
−ikRM̂RRr1(h) + M̂RDr

′
1(h)

]
ĜAN
DD (4.14)

+
1

r2(0)

[
−ikRM̂DRr2(h) + M̂DDr

′
2(h)

]
ĜAN
DD,

ûR ≈ 1

r2(0)

[
−ikRM̂DRr2(h) + M̂DDr

′
2(h)

]
ĜAN
RD (4.15)

+
1

r1(0)

[
−ikRM̂RRr1(h) + M̂RDr

′
1(h)

]
ĜAN
RR .

For Rayleigh waves, the conditioning of the correction strongly depends on the particle

motion at the surface. The vertical displacement eigenfunction r2(0) becomes zero

when particle motion changes from retrograde to prograde (and vice versa). Those

changes introduce singularities in the conversion, that we do not encounter for the

frequencies of interest when using CVM4.0.

We see that equations 4.13 and 4.16 relate the ANIR tensor components to the

earthquake displacements with three main factors depending on the vertical, radial

or transverse components. We represent their absolute values at given periods (5, 7

and 10 s) in Figure 4.9 and their variations with respect to azimuth and frequency

of the source-depth and double-couple correction with a flat moment-rate function
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Figure 4.9: Correction terms to convert surface-impulse responses to buried double-
couple radiation (displacements). The absolute values of the three factors of conver-
sion described in (4.13) and (4.16) are shown in polar plots and their azimuth and
period dependence using the four earthquake moment tensors listed in Table 4.2. For
each polar representation, the maximum amplitude is shown at azimuth 15◦. We
impose a flat response of the moment-rate function at those periods.
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Virtual source Mo Mxx Mxy Mxz Myy Myz Mzz fc
HEC 4.9× 1016 Nm -2.749 -3.734 -0.959 3.052 -0.902 -0.304 0.58 Hz
CHN 1.53× 1017 Nm -14.17 4.9 -1.9 5.85 -7.39 8.32 0.39 Hz
CLT 5.96× 1015 Nm -0.2507 -0.4974 0.1639 0.1259 -0.1828 0.1248 1.17 Hz
LFP 1.74× 1015 Nm -0.14487 -0.02634 0.09129 -0.0004 -0.0116 0.14574 1.71 Hz

Table 4.2: Virtual source parameters: Seismic moment, deviatoric solution of the
moment tensor (from SCSN, normalized to 1016 Nm with the convention of z positive
downward), and estimated corner frequency fc.

spectrum. The effect of the source depth is clearly expressed because buried sources

excite short-period surface waves less efficiently than shallower sources. The other

main feature illustrated in Figure 4.9 is the presence of four lobes at the transverse and

vertical components for the pure strike-slip events (Hector Road and San Bernardino).

As mentioned earlier, the 2008 M 5.1 Hector Road earthquake occurred in the

Eastern California Shear Zone and the moment tensor solution exhibits almost pure

strike-slip (Fig. 4.7(a)) motion. The 2009 M 5.4 Chino Hills and 2009 M 4.5 San

Bernardino earthquake mechanisms feature oblique strike-slip motion, as shown in

(Fig. 4.7(a)). The 2011 M 4.2 San Fernando earthquake mechanism is almost almost

pure reverse faulting.

Source pulse

In this study, we choose earthquakes of moderate magnitude so that finite-fault effects

are minor at the periods of interest. There is a trade-off, however, because we require

adequate signal-to-noise ratio at longer periods. Earthquakes in the range of M 4.5-5.5

provide a good balance between these two considerations. We account for the finite

duration of the event with an assumed pulse width for the moment rate function. The

duration T of the pulse is controlled by the corner frequency such that T = 1/2fc.

We estimate the corner frequency of the events based on Hanks and Thatcher (1972)

with an assumed stress drop ∆σ = 3 MPa, the observed seismic moment, M0, and

shear velocity β = 3 km/s:
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fc = 0.491β

(
∆σ

M0

)1/3

. (4.16)

We list each earthquake corner frequency in Table 4.2. In the far-field approximation,

the displacement field is proportional to the moment-rate function. We use a parabolic

moment-rate function (Herrmann, 1978) with the Fourier spectrum

Ŝ(ω) = exp(−iωT/2)
4 sin2(ωT/8) sin(ωT/4)

(ωT/4)3
, (4.17)

where the moment-rate function Ṁ0(t) = M0S(t) is shown in Figure 4.10.
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Validating the virtual earthquake approach with seis-

mic observations

We have shown how to incorporate the effects of more realistic source parameters in

the ANIRFs to produce far-field surface-wave seismograms for a buried double-couple

source that can be directly compared with earthquake observations. Once we account

for the source depth, double-couple mechanism, and finite duration of the moment-

rate pulse, we have constructed the virtual earthquake. To validate what we refer

to as the Virtual Earthquake Approach (VEA), we compare the virtual earthquake

seismograms with the earthquake records, between 4 and 10 s period.

The epicenters are not exactly collocated with the station source (Table 4.1); the

distance between these and the seismic stations varies between 3 and 8 km. We com-

bine the estimated surface-wave dispersion information, taken at the virtual source,

and the difference between epicenter-receiver and virtual source-receiver locations to

account for the expected time shift. For the earthquakes considered, this correction

is as large as 3 s, which is significant over the period band of interest.

In making this comparison, we need to account for several sources of uncertainty in

our system. First, we approximate the moment rate pulse width based on an assumed

corner frequency, which we calculate for constant stress drop of 3 MPa despite its

expected strong variability (Baltay et al., 2011). Depending on the seismic moment

and stress drop, the time delay due to the finite width of the pulse ranges between 0.3

and 1 s. This particular source of uncertainty will be consistent over the entire seismic

network. Second, we use the surface-wave eigenfunctions for a 1-D velocity profile at

the station source. By comparing velocity profiles from CVM4.0 at the epicenter and

station-source locations, we find variations in phase velocity that lead to variations

in the phase shift of at most 2-3 s for stronger variations in the velocity structure.

Finally, we allow for arrival time uncertainty of 0.2 s due to the SCSN hypocenter

location uncertainties. We combine the possible effects of all these uncertainties by

allowing a conservative free phase shift of 1.5 s to maximize the correlation between

the between the virtual and real earthquake waveforms. To isolate the changes in the

waveforms only due to the VEA, we also correct the initial IRFs in the same way by
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allowing the station source and the epicenter the same 1.5 s shift.

For each earthquake and each component, we calibrate the ANIR tensor and VEA

waveform amplitudes with the earthquake records by taking the peak displacement

amplitudes (between 4 – 10 s), averaged over all the station pairs. To first order, this

normalization accounts for the difference in strength of coherence between the virtual

source and receivers.

We show in Figures 4.11, 4.15, 4.18, and 4.21 comparisons between the earthquake

displacement waveforms, the initial impulse responses (diagonal terms of the Green

tensor), and the displacements calculated with the VEA, all band passed from 4–

10 s. The VEA waveforms show a much better fit to the earthquake records for all

three components for most of the stations. The initial IRFs show strong similarity

with the waveforms, both in phase and amplitude, for the San Bernardino and San

Fernando earthquakes. This occurs because the diagonal terms significantly dominate

the response to the buried double couple for these two examples. We find greater

improvement for the Hector Road and Chino Hills events, where the diagonal terms

do not dominate.

To evaluate the waveform fit, we calculate the normalized correlation coefficient

(CC) for each component and at each station, between the ambient-noise derived

responses u and the earthquake records v. We compute this coefficient on a variable

time window that contains most of the surface-wave energy. We calculate the cumu-

lative energy (in the root mean square sense) of the waveform and select the time

window that contains between 1% of the energy and 90%. This adaptive window

directly allows us to account for complex path effects, as we compare late coda of

predicted ground motion and observed waveforms. We index those respectively N1

and N90. The correlation coefficient at each station is then:

CC =

N90∑
i=N1

uivi√√√√ N90∑
i=N1

u2
i

N90∑
i=N1

v2
i

. (4.18)
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For each earthquake (Fig. 4.12, 4.16, 4.19, 4.22), we show a map view of the

CCs across southern California. For the smaller earthquakes (San Bernardino in

Figure 4.19 and San Fernando in Figure 4.21), the correlation is initially high on all

three components, as explained earlier, validating again the use of the ambient seismic

field for ground motion prediction. For these earthquakes, the conversion between

surface-impulse response to buried dislocation preserves the goodness of fit between

the observed data and the ANIRFs. For Hector Road (Fig. 4.12) and Chino Hills

(Fig. 4.16) events, there is no obvious correlation between the diagonal terms of the

ANIR tensor and the observed waveforms. The VEA clearly improves the accuracy of

the predicted ground motion relative to the ambient noise surface impulse responses.

Apart from isolated cases, all the correlations between the new waveforms and the

earthquake records are positive at most stations and components.

We can represent the CCs distribution in another, more quantitative way. In

Figures 4.13, 4.17, 4.20, and 4.23, we show the distribution of the CC values. The top

panels describe the ranges of CCs for all four earthquakes between the diagonal terms

of the Green tensor and the observed waveforms. We find positive correlations for

the San Fernando and San Bernardino events, and the apparent lack of appropriate

radiation pattern for the Hector Road and Chino Hills events. This latter confirms the

need to account for correct source mechanism. The bottom panels show the results

of applying our technique to the ANIRFs, and the overall improvement. We confirm

that the VEA waveforms show overall a good match in the phase of the observed

records.

For a better understanding of the accuracy of the VEA-predicted amplitudes we

show in Figure 4.14 peak amplitudes for the virtual and real earthquake waveforms

for the four events. There is a good match between the observed and predicted

amplitudes despite the scatter, which is somewhat expected by the scatter in the

initial ANIRF shown in Figures 4.2–4.5. We estimate the best fitting linear trend,

using L1 norm minimization between the predicted and observed peak amplitudes.

The slopes, indicated in Figure 4.14, are close to one: 1.04 for San Fernando, 1.04 for

San Bernardino, 0.95 for Hector Road, and 1.10 for Chino Hills. This clearly shows,

again, that the VEA predicts, along with the correct phase, reliable amplitudes.
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There are several explanations for the isolated cases where we do not see a good

match between observed and predicted displacements. Even though we retrieve the

3-D path effects from the ambient noise Green’s functions, the 1-D approximation

around the source ignores potential coupling between Love and Rayleigh waves that

would occur locally for highly heterogenous media. The rotation from the NED frame-

work to the RTD coordinate system assumes straight ray path between the source and

the receiver, which is only strictly valid for laterally homogeneous half space. More-

over, the accuracy of the velocity profiles extracted at the virtual source locations is

somewhat uncertain. Local noise may affect certain components of the ANIR tensor,

and hence, the overall accuracy of the resulting VEA displacements. Finally, we used

a far-field approximation for the expression of the surface-wave displacement, and

this method requires modification for receivers within a wavelength of the epicenters.

In parallel to Figure 4.7, the summary Figure 4.24 demonstrates the potential of the

VEA for ground motion prediction.
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Figure 4.11: Waveform comparison, band passed 4 – 10 s, for the 2008 M 5.4 Chino
Hills earthquake for all three components: the initial diagonal terms of the ANIRF
tensor (DD, RR, and TT in gray), the earthquake records (D, R, and T in red) and
the VEA waveforms (D, R, and T in blue). We show the receiver locations in the
black upside-down triangles in all panels of Figure 4.12.
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Figure 4.12: Maps representing the spatial distribution of the normalized correlation
coefficients (CCs) between the predicted and observed waveforms, at each receiver, for
the 2008 M 5.4 Chino Hills earthquake. The colorscale shows the CC values ranging
between -0.9 (red) and 0.9 (blue). The top panels show the correlation between the
initial ANIRFs and observed displacements at all three components: DD (a), RR (b),
and TT (c). The black upside-down triangles show the locations of the receivers used
in Figure 4.11. The bottom panels show the correlation between the VEA and the
earthquake waveforms at all three components D (d), R (e) and T (f).
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earthquake at all three components (from left to right: R, T and D): the CC values
for the initial ANIRFs diagonal components on the top panels, the CC values for the
VEA waveforms in the middle panels. The bottom panels show consistently better
fits to the earthquake data than the upper panels.



CHAPTER 4. THE VIRTUAL EARTHQUAKE APPROACH 92

10
−5

10
−4

10
−310

−6

10
−5

10
−4

10
−3

 

 

(d) San Bernardino

ZZ
ZR
RR
RZ
TT

ANIRF Peak Amplitude

O
b
s
e

rv
e

d
 P

G
D

 (
m

)

 

 

10
−5

10
−4

10
−3

10
−6

10
−5

10
−4

10
−3

Predicted PGD (m)

O
b
s
e

rv
e

d
 P

G
D

 (
m

)

Z

R

T

10
−4

10
−3

10
−2

10

10

10

ANIRF Peak Amplitude

O
b

s
e

rv
e

d
 P

G
D

 (
m

)

(a) Chino Hills

10
−5

−4

−3

−2

 

 

ZZ
ZR
RR
RZ
TT

10
−4

10
−3

10
−2

10−4

10−3

10−2

 

 

Z

R

T

10−5

Predicted PGD (m)

O
b

s
e

rv
e

d
 P

G
D

 (
m

)

10
−5

10
−4

10
−3

10
−210

−6

10
−5

10
−4

10
−3

10
−2

 

 

ANIRF Peak Amplitude

O
b

s
e

rv
e

d
 P

G
D

 (
m

)

(b) Hector Road

ZZ
ZR
RR
RZ
TT

 

 

Z

R

T

10
−5

10
−4

10
−3

10
−210

−6

10
−5

10
−4

10
−3

10
−2

Predicted PGD (m)

O
b

s
e

rv
e

d
 P

G
D

 (
m

)

10
−6

10
−5

10
−4

10
−7

10
−6

10
−5

10
−4

 

 

ZZ
ZR
RR
RZ
TT

ANIRF Peak Amplitude

O
b
s
e

rv
e

d
 P

G
D

 (
m

)

(c) San Fernando

 

 

10
−6

10
−5

10
−4

10
−7

10
−6

10
−5

10
−4

Predicted PGD (m)

O
b
s
e

rv
e

d
 P

G
D

 (
m

)

Z

R

T

st
d 0

.6
344

st
d 0

.5
713

st
d 0

1.0
797

st
d 1

.0
297

st
d 0

.7
343

st
d 0

.8
125

st
d 0

.9
133

st
d 0

.7
946

slo
pe 1.004

slo
pe 0.999

slo
pe 0

.9
89

slo
pe 0

.9
89

slo
pe 1.004

slo
pe 1

.0
14

slo
pe 1

.0
04

slo
pe 1

.0
04

Figure 4.14: Observed and predicted peak amplitudes, filtered 4–10 s, at all stations
for all four earthquakes: (a) Chino Hills, b) Hector Road, c) San Bernardino, and d)
San Fernando. We compare the vertical (blue), radial (green) and tangential (yellow)
observed peak ground displacements PGD, with the ANIRF amplitudes (left panels)
and with the VEA waveforms (right panels). The red line in each panel represents
the the L1-linear regression, with each slope and standard deviation to ideal fit.
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Figure 4.15: Same as Figure 4.11 for the 2008 M 5.1 Hector Road earthquake.
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Figure 4.17: Same as Figure 4.13 for the 2008 M 5.1 Hector Road earthquake.
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Figure 4.18: Same as Figure 4.11 for the 2011 M 4.2 San Fernando earthquake.
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Figure 4.19: Same as Figure 4.12 for the 2011 M 4.2 San Fernando earthquake.

DD

0 0.4 0.8-0.8 -0.4

VEA D

RR

VEA R

TT

VEA T

0

5

10

15

97%3%

65%35%

0 0.4 0.8-0.8 -0.4

0

5

10

15

0

5

10

15

0

5

10

15

0

5

10

15

0

5

10

15

0 0.4 0.8-0.8 -0.4

0 0.4 0.8-0.8 -0.4

0 0.4 0.8-0.8 -0.4

0 0.4 0.8-0.8 -0.4

62%38%

99%1%

54%46%

97%3%

Figure 4.20: Same as Figure 4.13 for the 2011 M 4.2 San Fernando earthquake.
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Figure 4.21: Same as Figure 4.11 for the 2011 M 4.5 San Bernardino earthquake.
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Figure 4.22: Same as Figure 4.12 for the 2011 M 4.5 San Bernardino earthquake.
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Figure 4.23: Same as Figure 4.13 for the 2011 M 4.5 San Bernardino earthquake.
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Conclusions

We have shown that the virtual earthquake approach can successfully predict ground

motion for moderate magnitude earthquakes. We first extracted the surface-wave

impulse response, or Green tensor, using the ambient seismic field for each station pair,

then we corrected the impulse response for excitation depth, and the double-couple

response for a single forces to the response due to a dislocation. These conversions

require accurate estimation of the surface-wave excitation at the earthquake source

for which we used a new surface-wave eigenproblem solver (GESC, Denolle et al.

(2012)) that allowed us to calculate the displacement eigenfunctions and account for

the locally complex vertical structure at the virtual source location.

We validate this technique by reproducing far-field terms of the seismograms for

the period band of 4–10 s. Given the approximations and sources of uncertainty, we

consider the validation successful, in that the constructed seismograms match real

earthquake records, in both phase and amplitude. For the four moderate earthquakes

in southern California with diverse focal mechanisms, the virtual earthquake approach

provides reliable prediction of the ground motion over this period band.

Damaging earthquakes that are of most interest (M > 6) cannot be approximated

as point sources at these periods. To predict ground motion for large seismic events,

we need to consider the spatial variability of the Green’s functions along extended

ruptures. A deployment of seismometers along a fault of concern to record the ambient

seismic field would provide the Green’s functions needed to predict more complex

displacement fields from scenario earthquakes.
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Introduction

Sedimentary basins are known to increase the damaging effects of earthquakes by

amplifying and extending the duration of strong shaking (Bard et al., 1988). To an-

ticipate those effects, state-of-the-art computations of scenario earthquakes simulate

seismic wave propagation through crustal structure that includes representations of

sedimentary basins (Olsen et al., 1995, 2006, 2009; Graves et al., 2011; Day et al.,

2012). Our study is motivated by reports of strong basin amplification in Los Ange-

les for earthquakes on the southern San Andreas Fault that have emerged from such

ground motion simulations (Olsen et al., 2006; Day et al., 2012), and the need to

validate those simulations with data.

We present a virtual earthquake approach (VEA) that models long period strong

ground motion using Green’s functions derived from the ambient seismic field. The

ambient seismic field (ASF) is excited by the coupling of the oceans and atmosphere

with the solid Earth, and carries the signature of the structure between two stations.

It is possible to extract the Earth’s response to an impulsive force (i.e., the Green’s

function) through cross-correlation of the ASF (Aki , 1957; Claerbout , 1968; Lobkis

and Weaver , 2001; Weaver and Lobkis , 2006; Sánchez-Sesma and Campillo, 2006).

This capability has enabled travel-time measurements to image Earth’s wave speed

structure (Campillo and Paul , 2003; Shapiro and Campillo, 2004; Shapiro et al., 2005;

Sabra et al., 2005a; Nishida et al., 2008). The ambient field also contains amplitude

information, including anelastic effects (Prieto et al., 2009, 2011), that we exploit to

predict earthquake shaking intensity.

In this study, we extend this method from point sources (Denolle et al., 2013),

appropriate for moderate (M ∼ 5) earthquakes, to finite ruptures of larger magnitude,

using the representation theorem (Burridge and Knopoff , 1964). We apply this tech-

nique to predict ground motion in greater Los Angeles for scenario M ∼ 7 earthquakes

on the San Andreas Fault.

We use data from a temporary deployment of broadband seismometers to de-

termine Green’s functions for virtual sources along a segment of the southern San

Andreas Fault. We chose this location because previous simulations (Day et al.,
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2012) indicate that waves generated by rupture of this segment would be strongly

amplified in the Los Angeles Basin, far from the fault. We refer to our experiment as

SAVELA (San Andreas Virtual Earthquake - Los Angeles). We correct the Green’s

functions for source location, depth, and mechanism, and scale amplitudes using a

nearby earthquake of known magnitude. We then calculate seismograms using the

VEA for a suite of M ∼ 7 scenario earthquakes along this fault, and compare the

results with simulations of wave propagation through three-dimensional models of

the Earth’s crust (Graves et al., 2011). Our results support previous findings of a

pronounced waveguide effect and strong basin amplification (Olsen et al., 2006; Day

et al., 2012). The spatial pattern of amplification found by these two techniques,

however, differs substantially, as does the distribution of strong ground motion for

different scenario earthquakes. The VEA provides a new method to develop and

validate strong ground motion predictions.

The extended Virtual Earthquake Approach

We now introduce the extended virtual earthquake approach, which is a generalization

of the point source VEA (Denolle et al., 2013), to construct the ground motion for

large earthquakes (Fig. 5.3). We first compute all components of the Green’s tensor

Gij in frequency domain with the ASF velocity vj recorded at a virtual source at

surface location ~ξ′ = (x′1, x
′
2) and the velocity vi recorded at a receiver located at

~ξ = (x1, x2),

Ĝij(~ξ, ~ξ′, ω) = A

〈
v̂i(~ξ, ω)v̂∗j (

~ξ′, ω)

{|v̂j(~ξ′, ω)|}2

〉
, (5.1)

where the operator 〈 〉 denotes stacking over time, and { } denotes smoothing over

the virtual source spectrum (in our case a 3 mHz running average) to stabilize the

deconvolution. We recover the ASF Green’s functions over the period range of 3-10

s, where the ASF has highest amplitudes from the ocean wave excitation.
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Figure 5.1: Temporary SAVELA and permanent Southern California Seismic Network
(SCSN) stations. Shaded area shows the approximate shape of major sedimentary
basins. Open triangles are SCSN seismic stations that we treat as receivers. Filled tri-
angles are seismic stations with temporary deployments (blue) and permanent SCSN
(black) stations located near the San Andreas Fault that we treat as virtual sources.
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The source of the ambient seismic field is not uniformly distributed with azimuth

(Stehly et al., 2006) and different components of motion (SH and P-SV ) are not

equally excited. Both of these factors affect the recovered amplitude. We corrected

our Green’s functions to compensate for a first order azimuthal pattern as follows. For

each source component (vertical, radial, and transverse), we find sinusoidal functions

that best match the observed variation of amplitude with azimuth of the Green?s

function amplitudes 5.2. For each component, we estimated the calibration factor

required to for the ambient-field data to predict the absolute amplitudes for two

local moderate events - the M5.4 Chino Hills, 2008 and M5.1 Hector Road, 2008

earthquakes.

We transform the Green tensor from North-East-down into radial-transverse-down

coordinates, and determine the excitation using the radial and down components for

Rayleigh waves and the transverse component for Love waves, thereby neglecting

surface-wave refraction and multi pathing. Our data shows most clearly the surface-

wave fundamental modes.

We correct each surface-to-surface Green’s tensor using analytical expressions de-

rived under the assumption that elastic properties vary solely with depth. We consider

the Love-to-Rayleigh wave conversion and vice-versa to a second order, and this as-

sumption allows us to extract Love waves on the TT component and the Rayleigh

waves on RR,RD,DR,DD components. With this approximation, the Love- and

Rayleigh-wave displacement spectra from a point moment tensor source M(t) at hor-

izontal position ~ξ′ and depth x′3 = h is in the far-field limit ~ξ = (x1, x2),
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Figure 5.2: Effect of directionality of the ambient seismic field on surface-wave
Green?s functions amplitudes. Peak amplitudes of the Green?s functions (one sided)
with respect of azimuth from two permanent stations DEV and MGE used in ampli-
tude calibration. To respect each source mechanism, we find the best matching si-
nusoidal functions that explain the Love waves (TT component), the radial Rayleigh
waves (RR and RZ components), and the vertical Rayleigh waves (ZZ and ZR com-
ponents).
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Figure 5.3: Flowchart of the extended virtual earthquake approach. (a) Compute
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the point source virtual earthquake, and (e) sum the point sources to simulate finite
rupture effects.



CHAPTER 5. LARGE VIRTUAL EARTHQUAKEON THE SAN ANDREAS FAULT108

ÛT (~ξ, ω) =
1

l1(~ξ′, 0ω)

[
−ikL(~ξ′, ω)M̂TR(ω)l1(~ξ′, h, ω) + M̂TD(ω)l′1(~ξ′, h, ω)

]
ĜTT (~ξ, ~ξ′, ω) (5.2)

ÛR(~ξ, ω) =
1

r1(~ξ′, 0, ω)

[
−ikR(~ξ′, ω)M̂RRr1(~ξ′, h, ω) + M̂RD(ω)r′1(~ξ′, h, ω)

]
ĜRR(~ξ, ~ξ′, ω)

+
1

r2(~ξ′, 0, ω)

[
−ikR(~ξ′, ω)M̂DR(ω)r2(~ξ′, h, ω) + M̂DD(ω)r′2(~ξ′, h, ω)

]
ĜDR(~ξ, ~ξ′, ω)(5.3)

ÛD(~ξ, ω) =
1

r1(~ξ′, 0, ω)

[
−ikR(~ξ′, ω)M̂RR(ω)r1(~ξ′, h, ω) + M̂RD(ω)r′1(~ξ′, h, ω)

]
ĜDR(~ξ, ~ξ′, ω)

+
1

r2(~ξ′, 0, ω)

[
−ikR(~ξ′, ω)M̂DR(ω)r2(~ξ′, h, ω) + M̂DD(ω)r′2(~ξ′, h, ω)

]
ĜDD(~ξ, ~ξ′, ω),(5.4)

where r1(~ξ′, ω), r2(~ξ′, ω), l1(~ξ′, ω) are the displacement eigenfunctions, kR(~ξ′, ω) and

kL(~ξ′, ω) are the wave numbers of Rayleigh and Love waves at the source. The

dependence of the wavenumber and eigenfunction on horizontal location enters solely

through the selection of the depth-dependent structure at ~ξ′.

We obtain the surface-wave eigenfunctions (Fig. 5.3b) using the elastic wave

speed and density profiles extracted from the Southern California Earthquake Center

Community Velocity Model-S4 (Magistrale et al., 2000; Kohler et al., 2003), and

solve the surface-wave eigenproblem using the Generalized Eigenproblem Spectral

Collocation method (Denolle et al., 2012).

Using the Representation Theorem

We reconstruct the seismograms from the large earthquake using the representation

theorem (Burridge and Knopoff , 1964). The representation theorem relates the ith

component of the displacement recorded at the surface in horizontal location ~ξ for a

source located along the depth x′3 and the horizontal location ~ξ′:

ui(~ξ, 0, t) =

∫∫
Σ

mij(~ξ′, x
′
3, t) ∗

∂

∂x′j
Gij(~ξ, x

′
3, t,

~ξ′, 0, t0)dΣ , (5.5)
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For a point source located in horizontal location ~ξ′ and depth h moment tensor is:

mij(~ξ′, t) = µ(~ξ′)
[
∆si(~ξ′, h)nj(~ξ′, h) + ∆sj(~ξ′, h)ni(~ξ′, h)

]
f(t) (5.6)

where f(t), of spectrum F̂ (ω) is the source time function and µ(~ξ′, h) is the shear

modulus at the source, and ∆~s the displacement on the fault. To represent a source

slip history that realistically describes earthquake ruptures, we discretize the fault in-

terface into sub-faults that we approximate as point sources. We can, however, obtain

analytical expressions of the far-field displacement from simple source representations

such as Haskell models and we detail the derivation hereafter.

Haskell Source Model

We assume a purely vertical strike slip rupture with constant slip ∆s, constant rupture

velocity vr, and a receiver located in the far field, illustrated in Figure 5.4. We write

Σ

x 1

x 2

x 3

vr

φ r 0(1
− cos

φ)
r 0

dξ
ξ0'

ξ'

ξ

Figure 5.4: Haskell Rupture model for each segment and far-field approximation
conventions.
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the moment density function:

m(~ξ′, t) = µ(~ξ′)∆sḟ(~ξ′, t) ∗ δ(t− dξ/vr)
= M(~ξ′)ḟ(~ξ′, t) ∗ δ(t− dξ/vr) (5.7)

Because the source moves from ~ξ′0 to ~ξ′, we shift the Green’s function of |~ξ′− ~ξ′0|/c(ω),

where c(ω) is the phase velocity. In the far field approximation (Fig. 5.4), |~ξ′ − ~ξ′0| ∼
r0 − dξ cos(φ). The total shift becomes:

|~ξ′ − ~ξ′0|
c(ω)

+ dξ/vr = (r0 − dξ cos(φ))/c(ω) + dξ/vr

= r0/c(ω) + dξ/vr(1− vr/c(ω) cos(φ))m

that we implement into equation 5.5:

ÛT (~ξ, ω) = iωF̂ (ω)

∫∫
Σ

µ(~ξ′)∆s(~ξ′)

l1(~ξ′, 0, ω)

[
− ikL(~ξ′, ω)MTRl1(~ξ′, h, ω) +

MTDl
′
1(~ξ′, h, ω)

]
ĜTT (~ξ, 0, ~ξ′, h, ω)eiω(r0/c(ω)+dξ/vr(1−vr/c(ω) cos(φ)))dΣ

= iωF̂ (ω)eiωr0/c(ω)

∫∫
Σ

µ(~ξ′)∆s(~ξ′)

l1(~ξ′, 0, ω)

[
− ikL(~ξ′, ω)MTRl1(~ξ′, h, ω) +

MTDl
′
1(~ξ′, ω)

]
ĜTT (~ξ, 0, ~ξ′, h, ω)eiωdξ/vr(1−vr/c(ω) cos(φ))dΣ (5.8)

Assuming the fault segment length L, we write the directivity factor X = ωL
2vr

(1 −
vr/c(ω) cos(φ)) such that:

ÛT (~ξ, ω) = iωF̂ (ω)eiωr0/c
∫∫

Σ

µ(~ξ′)∆s(~ξ′)

l1(~ξ′, 0, ω)

[
− ikL(~ξ′, ω)MTRl1(~ξ′, h, ω) +

MTDl
′
1(~ξ′, h, ω)

]
ĜTT (~ξ′, 0, ~ξ′, h, ω)eiXdξ/2LdΣ (5.9)

Let’s assume a segment of dimensions L along strike and H for the locking depth,
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and a depth-dependent slip on a segment, ∆s(x′) = ∆s(x′3), with a 1D medium. We

reorganize and simplify equation 5.9 into:

ÛT (~ξ, ω) = iωF̂ (ω)eiωr0/c(ω)

∫ H

0

∫ L

0

µ(x′3)∆s(x′3)

l1(0, ω)

[
− ikL(ω)MTRl1(x′3, ω) +

MTDl
′
1(x′3, ω)

]
ĜTT (~ξ, ~ξ′, ω)e2iXdξ/Ldx′1dx

′
3

=
iωF̂ (ω)eiωr0/c

l1(0, ω)

[∫ L

0

e2iXdξ/Ldx′1

][∫ H

0

µ(x′3)∆s(x′3)

[
− ikL(ω)MTRl1(x′3, ω) +

MTDl
′
1(x′3, ω)

]
dx′3

]
ĜTT (~ξ, ~ξ′, ω)

=
iωF̂ (ω)eiωr0/c(ω)

l1(0, ω)

[
e2iXdξ/L

2iXdξ/L

]L
0

[∫ H

0

µ(x′3)∆s(x′3)

[
− ikL(ω)MTRl1(x′3, ω) +

MTDl
′
1(x′3)

]
dx′3

]
ĜTT (~ξ, ~ξ′, ω)

=
iωF̂ (ω)eiωr0/c(ω)

l1(0, ω)

[
e2iX

2iX
− 1

2iX

][ ∫ H

0

µ(x′3)∆s(x′3)

[
− ikL(ω)MTRl1(x′3, ω) +

MTDl
′
1(x′3, ω)

]
dx′3

]
ĜTT (~ξ, ~ξ′, ω)

=
eiXiωF̂ (ω)eiωr0/c(ω)

l1(0, ω)

eiX − e−iX
2iX

[∫ H

0

µ(x′3)∆s(x′3)

[
− ikL(ω)MTRl1(x′3, ω) +

MTDl
′
1(x′3, ω)

]
dx′3

]
ĜTT (~ξ, ~ξ′, ω)

=
iωF̂ (ω)eiXsinc(X)eiωr0/c(ω)

l1(0, ω)

[∫ H

0

µ(x′3)∆s(x′3)

[
− ikL(ω)MTRl1(x′3, ω) +

MTDl
′
1(x′3, ω)

]
dx′3

]
ĜTT (~ξ, ~ξ′, ω) (5.10)

Similar results may be derived for Rayleigh waves. Despite the simplicity of Haskell

models, they show the first order directivity effects that we see in channeling of the
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seismic energy for propagating ruptures with strong coherent energy.

Realistic Source

We use a realistic source representation developed by the CyberShake project (Graves

et al., 2011) that we discuss in further detail below. The fault surface is divided into

sub faults, which we approximate as point sources.

To build intuition on the effect of finite source effect, and to verify the extended

virtual earthquake correction, we verify our method for a simple scenario earthquake.

We place receivers 150 km away from the station source STA06, assume the Green’s

functions to be Gaussian pulses shifted with a wave speed of 3 km/s at all components

and at all frequencies, to better visualize phase shifts and effect of directivity. We

show in Figure 5.5, the location of the test-source and we take STA06 as the station

source. We shift the Green’s function to each point source epicenter using the phase

velocities found by solving the eigenproblem under the STA06 velocity model.

CyberShake Scenario Earthquakes

The CyberShake project (Graves et al., 2011) uses physics-based prediction of strong

ground motion developed by combining pseudo-dynamic fault rupture models (Guat-

teri et al., 2004) with three-dimensional numerical wave propagation simulations. Cy-

berShake simulations solve the wave equation in complex three-dimensional crustal

velocity models to obtain the Green’s functions. In contrast, the VEA directly com-

putes the Green’s functions through cross-correlation of the ambient seismic field. We

consider an ensemble of 96 simulated ruptures of magnitude 7.15, a small subset of the

Cybershake models, chosen to coincide with rupture of the San Andreas Fault near

our virtual earthquake array. We use these source models to compare two indepen-

dent methods for long period ground motion prediction: the Cybershake simulations

and our virtual earthquake approach.

We first discretize the fault into sub-faults. Next, we compute the VEA waveforms

by treating each as a point source, and by summing their contributions (Fig. 5.3)

according to their rupture time and slip amplitude. Because the SAVELA seismic
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Figure 5.5: Ratio of the PGV averaged over all northwestward and southeastward
propagating rupture assuming the medium is laterally homogenous with velocity pro-
file under DEV station used as reference. We construct the surface-to-surface Green
tensor using equations 7.146 and 7.147 (Aki and Richards , 2002) from each station
source to all receivers and implement the VEA correction to estimate the ratio of
peak amplitudes for the ⊥ (a), || (b), and vertical (c) components.



CHAPTER 5. LARGE VIRTUAL EARTHQUAKEON THE SAN ANDREAS FAULT114

33˚

34˚

35˚

-120˚ -119˚ -118˚ -117˚ -116˚ -115˚

(a)

NW / SE

3

0

1.8

3

1.8

}
SE / NW}

PERP

NW / SE

3

0

1.8

3

1.8

}
SE / NW}

(b)PLL

33˚

34˚

35˚

33˚

34˚

35˚

NW / SE

3.0

0

1.8

3.0

1.8

}
SE / NW}

VERT(c)

-120˚ -119˚ -118˚ -117˚ -116˚ -115˚

Figure 5.6: Ratio of the PGV averaged over all northwestward and southeastward
propagating rupture assuming the medium is laterally homogenous with velocity pro-
file under DEV station used as reference. We construct the surface-to-surface Green
tensor using equations 7.146 and 7.147 (Aki and Richards , 2002) from each station
source to all receivers and implement the VEA correction to estimate the ratio of
peak amplitudes for the ⊥ (a), || (b), and vertical (c) components. Compared to the
3D case (Fig. 5.8), we see lesser contrast between both scenario earthquakes and the
dipole-like pattern formed by the directivity of the rupture propagation around the
fault zone.
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stations are approximately 5 km apart (Fig. 5.1), we interpolate the Green’s functions

in between the seismic station and virtual source by introducing phase shift using

the phase velocity estimated through solving the surface-wave eigenproblem (Denolle

et al., 2012, 2013). Finally, because we use the far-field approximation, we focus on

the ground motion recorded at least 30 km from the fault.

Results

Previous simulations (Olsen et al., 2006) of strong ground motion for a large earth-

quake on the Southern San Andreas fault revealed that seismic waves would be fun-

neled from the fault, through a sedimentary waveguide, and into the Los Angeles

Basin. This would shake downtown Los Angeles much more intensely than previ-

ously expected. The degree of amplification in those simulations depends on the

rupture characteristics of the earthquake (Day et al., 2012); however, whether this

effect would occur in a real earthquake also depends on the detailed structure of the

waveguide. No earthquake large enough to excite long period seismic waves has yet

occurred along the critical section of the San Andreas Fault to test the simulations;

however, we can use the VEA to ascertain if this effect occurs in the real Earth.

Our VEA ground motion predictions (Fig. 5.7) show strong amplification and the

channeling of seismic waves into the Los Angeles basin. For identical slip distributions,

but southward vs. northward propagation, we find a factor of 2 difference in peak

ground velocity (PGV) due to directivity. We also find much greater shaking in the

basin than in surrounding areas at equivalent distances from the source for both

scenarios.
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We consider separately the VEA results for scenario slip distributions for hypocen-

ters located at either end of the fault segment. Figure 5.8 shows peak ground velocity

(PGV) for the fault-parallel, fault-perpendicular, and vertical components of veloc-

ities averaged separately over scenarios involving propagation to the northwest and

southeast. Amplification in sedimentary basins is apparent, regardless of rupture

propagation direction. The PGV experienced in downtown Los Angeles, averaged

over all scenarios, is as high as 50 cm/s for the vertical and 36 cm/s for the horizontal

components. This differs substantially from the horizontal-to-vertical strong ground

motion amplitudes at higher frequencies and closer distances where horizontal am-

plitudes are typically larger (Campbell and Bozorgnia, 2003). The directivity-basin

coupling (Day et al., 2012) appears in the enhanced amplification in Ventura Basin

(VB) and Los Angeles Basin (LAB) that noticeably correlates with the 3-D structure.

In a laterally homogeneous medium, we expect a systematic variation with direction

that approximates a dipole (Fig. 5.6). Instead, we see strong variations of amplitude

ratios (Fig. 5.8) for all three components of motion. The strength of the directivity-

structure coupling is extensive, and spatially variable within the Los Angeles Basin.

Northern LA and the San Gabriel foothills experience strong coupling on the fault-

perpendicular component, whereas the coupling for the fault-parallel component is

stronger in South Los Angeles, Palos Verdes, and Chino Hills. Coupling for the verti-

cal component is stronger in the areas where the basin is deepest, and overall stronger

than in the laterally homogeneous case.
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We compare VEA low frequency (up to 0.33 Hz) seismograms with Cybershake

simulations for 36 scenario earthquakes at the subset of sites for which CyberShake

results are available (Graves et al., 2011). We find approximate agreement between

PGV levels found independently by the two methods; however, there are substantial

differences in the distributions of those ground motions (Fig. 5.9, Fig. 5.10). For both

methods the variation of PGV is narrow for stations on bedrock (VCS, PDU, and

SVD) and broad for stations in the basin (DLA, LAF and RUS). This suggests that

not only is ground motion amplified by sedimentary basins, but that ground motion

variability scales with it. The variability in PGV increases with the overall ground

motion such that the coefficient of variation stays constant (Fig. 5.11). Ground

motion variability also tends to be greater for the virtual earthquake results than for

the CyberShake simulations. Although we believe these differences are real, there

could be contributions from uncertainties in the VEA results due to: low signal-

to-noise ratio of the Green’s functions, the 1D approximation for source excitation,

and linear effects due to shallow structure that affects the VEA, but may not be

represented in the velocity model used for the CyberShake simulations.

We calibrated the amplitudes of the Green?s functions such that the peak ampli-

tudes predicted by our approach would match those of moderate-sized earthquakes.

Nonlinear effects in surficial materials are important in strong ground motion. Some

ground motion simulations have incorporated non-linear soil effects (29), and found

a large decrease in the predicted strong ground motion. This could be an important

effect because unconsolidated sediments are likely to be found in sedimentary basins,

and would be expected to behave nonlinearly during strong shaking. Our approach,

as well as the CyberShake simulations, is based on an assumption of linearity, and

does not incorporate nonlinear effects. To the extent that they are important, our

predicted ground motion amplitudes are likely to over-estimate true amplitudes in

future large earthquakes.
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Conclusions

In summary, we present a new approach to predict strong ground motion and to

validate simulations of large scenario earthquakes using the ambient seismic field. We

use a temporary array of seismic stations along the southern San Andreas Fault and

apply the virtual earthquake approach to predict ground motion in the Los Angeles

area for M 7.15 scenario earthquakes. We predict large amplitudes in a period range

of 3 –10 s in sedimentary basins, consistent with CyberShake simulation predictions.

Our results confirm the presence and influence of a waveguide to the west of San

Gorgonio pass that channels seismic waves from San Andreas events into the Los

Angeles Basin. This amplification is significant for all tested scenarios. We also

confirm that directivity couples with shallow crustal structure to increase the effect

of amplification (Day et al., 2012). We find greater variability of ground motion

within the basins than on bedrock. We also find a wider range of predicted peak

amplitudes than is found in simulations, which would increase uncertainty in ground

motion predictions, and thereby impact seismic hazard assessments. We consider

the SAVELA experiment to be a proof-of-concept experiment to demonstrate the

viability of using the ambient seismic field to predict strong ground motion from large

earthquakes. Our results support more ambitious, targeted experiments to improve

the accuracy of long-period strong ground motion prediction for future earthquakes

in earthquake-threatened cities .
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Introduction

The cross-correlation of the diffuse field recorded at two receivers yields the im-

pulse response function between two receivers (Aki , 1957; Claerbout , 1968; Lobkis

and Weaver , 2001; Weaver and Lobkis , 2006), but only under appropriate condi-

tions. The key assumption to guarantee that the cross-correlations correspond to

the impulse response is that the sources of the diffuse field have to be equipar-

tioned and uniformly distributed in time and space (Snieder , 2004; Sánchez-Sesma

and Campillo, 2006; Tsai , 2009, 2011). Seismologists have found those properties in

coda waves(Campillo and Paul , 2003; Snieder , 2004), and in the ambient seismic field

(Shapiro and Campillo, 2004; Shapiro et al., 2005; Sabra et al., 2005a).

Although seismic scattering may contribute to the equipartition of seismic waves

traveling through the Earth, it does not necessarily overcome the non-uniform source

distribution (Stehly et al., 2006). The source of coda waves (CWs) are earthquakes,

and are thus excited by seismically active regions. The microseismic background is

the most energetic source of the ambient seismic field (ASF). It is excited by the

coupling of oceanic waves with the oceanic floor and strongly illuminates the diffuse

field from the coast.

Given the many uses of the ambient seismic field Green’s functions, there is strong

motivation to improve their accuracy. Gallot et al. (2011) use dense seismic arrays to

reconstruct focusing (anti causal field) and defocusing (causal field) of the response

function. Baig et al. (2009) build a time-frequency filter to de-noise single traces

and improve accuracy in arrival time measurements. Higher-order correlations, or

correlations of the coda of the Green’s function, replicate multiple scattering more

effectively (Stehly et al., 2008), but a uniform distribution of the seismic stations,

which are now considered as sources, become as important as a uniform distribution

of local earthquakes, much like when constructing the Green’s functions from coda-

waves. The convergence of the correlation function toward a stable answer may be

improved through data processing (Bensen et al., 2007; Seats et al., 2011), and we

find that the simple correlation of unprocessed short time windows often converges

sufficiently rapidly (e.g correlation coefficient at 0.9 after 2 weeks of stacking).
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The Green’s function emerges as the incoherent noise cancels out with incoherent

stacking over a long period of time. To asses the accuracy of the Green’s functions,

we measure symmetry and causality of the correlation function. Symmetry refers

to the conjugate symmetric waveform shape (phase and amplitude) on either side

of the time zero axis. Causality indicates the order of arrival of seismic waves that

is governed by the wave equation, and we call acausality its violation. When the

source illumination is strongly directional, the condition of equipartition is not met,

and asymmetry and acausality arise in the Green’s function. Strong directionality is

often the case in practice when the oceans consistently generate strong microseismic

background, and this should be particularly true to southern California (Stehly et al.,

2006).

We propose to use constraints of causality and symmetry to construct hybrid

Green’s functions using both the ambient seismic field and coda waves. This study

is motivated by the observation of the complementary directionality of the ambient

seismic field and of the coda waves during our temporary deployment in southern

California. We deployed a month prior to the El-Cucapah Mayor M7.2, 2010 earth-

quake and its aftershocks sequence. This interfered with our ambient seismic field

measurement, but allowed us to take advantage of the local seismicity to construct

Green’s functions from coda-wave interferometry.

We show in Figure 6.1 the observations that motivated the notion of building

hybrid Green’s functions. The Green’s functions are affected by the directionality

of both fields and, in southern California, in a favorable manner. We construct the

Green’s function separately from the ambient seismic field, and from coda waves.

In both cases, the Green’s functions are either asymmetric with high signal-to-noise

ratio, or weakly symmetric with low signal-to-noise ratio (Fig. 6.1). This suggests that

we can improve the Green’s functions by combining those two estimates. We propose

to use the constraint that real Green’s functions are both causal and time-symmetric

to improve our ability to estimate them from data.
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Ambient Seismic Field and Coda-wave Green’s func-

tions

We reconstruct Green’s functions using an ensemble of cross-correlation functions that

we calculate individually from the raw, unprocessed, short (30 minutes) time series

of the ambient seismic field and of coda waves. For the ambient seismic field (ASF)

data set, we only incorporate the time windows that do not contain earthquakes or

instrumental noise (peak amplitude must be less than 10 times the standard devia-

tion). We taper the edges, first and last 10% of time series using a cosine function.

For the coda-wave (CW) data set, we use the SCSN catalog Hauksson et al. (2012)

for location and timing of the local events during the same period of time of the ASF

data set. We select the coda waves from the peak amplitude of the earthquake signal

until we fill 1800s of signal, and remove the ballistic waves by padding the time series

with zeros.

zero-pad the time series,

peak amplitude of the earthquake signal and keep the coda from the peak ampli-

tude until we fill 1800 s of signal. If we encounter aftershocks in the coda, we stop at

the peak amplitude immediately after start of the coda. Based on the observed signal

levels, we chose to include approximately 50 events for our analysis. For each time

window, we compute the Fourier Transform of each velocity times series for station

A and B, respectively vA(t) and vB(t), in the frequency domain using the notation

F (ω) for the Fourier transform of the time series f(t):

ĜAB(ω) =

〈
V̂A(ω)V̂ ∗B(ω)

{|V̂A(ω)|}2

〉
, (6.1)

where the operator 〈 〉 denotes stacking over time, and { } denotes smoothing over

the virtual source spectrum (in our case a 6 mHz running average) to stabilize the

deconvolution. We ignore any cross-spectrum that has a peak amplitude larger than

104 (equation 6.1 is non-dimensional).
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Traditionally, we assume equal contributions of each correlation function to form

the correlation stack. We stack in frequency domain, remove the mean of the spec-

trum, to avoid Fourier transform artifacts such as strong arrivals at t = 0, and finally

inverse Fourier transform. We measure symmetry with the ratio of the peak ampli-

tude on the causal side, with t+ to note the positive lags, over the peak amplitude on

the anti-causal side, noted t− for negative lags. We measure the strength of causality

using the norm of the energy (L2 sense) within the time interval tac = [dsr/Vsdsr/Vs],

where dsr is the distance between seismic stations, VS is taken to be 5 km/s for

the fastest surface-waves, and normalize by the energy of the entire time series:

||GF (tac)||2/||GF (t)||2.

Figure 6.2 shows the variation of symmetry and causality with respect to azimuth.

We focus our measurements on the station sources of our temporary deployment and

use stations of the entire Southern California Seismic Network as receivers. The

symmetry of the ASF Green’s functions (Fig. 6.2 (a-b)) varies with azimuth, showing

the strongest causal arrivals for receivers located on the East of the source and the

strongest anti-causal arrivals for receivers located on the West of the station source.

This is likely an expression of the microseisms being generated in the Pacific Ocean.

The CW Green’s function symmetry is not as strong, but we see anti-correlation with

the ASF Green’s function symmetry. In parallel, the acausality is stronger when the

symmetry is found close to one, which tends to represent a low signal to noise ratio.

The azimuth where we see this effect correlates to the source-receiver axis parallel to

the coast, which are paths that are unfavorably oriented with respect to the source

of most of the ambient seismic field.

Green’s functions that satisfy causality and symme-

try

We propose to use the two physical constraints, causality and symmetry, to weight

the contributions of individual correlations used to construct the Green’s function.

We solve for the weights that optimally satisfy the constraints on the stacked Green’s
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Figure 6.2: Symmetry and causality for both independent data sets measured from
stations source in the Coachella Valley: Coda-waves (red) and Ambient seismic field
(blue). (a-b) Ratio of peak amplitudes from causal over anti causal sides for cartesian
and polar representation respectively. (c-d) Contribution of acausal energy in Green’s
functions for cartesian and polar representation respectively. (shaded gray areas) Zone
of low signal to noise ratio (snr), and of strong acausality.
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functions. Since the weights have to be strictly non-negative, this optimization is

non-linear (Fig. 6.3).
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Figure 6.3: Improve causality (reduce acausality) and Improve symmetry (reduce
asymmetry). (orange) acausal waveforms in windows 1, 2 and 3. (blue) coherent
signal on causal and anti causal side. A is causality matrix, S is symmetry matrix.

We build two matrices with the waveforms from each correlation function. We

want to minimize the acausal energy in the stack, i.e. find the best linear combination

of the windows to minimize this energy. Alternatively, we can maximize symmetry,

or minimize asymmetry, and build a matrix of the difference in both causal and anti

causal waveforms. We write the objective function with respect to the vectors of



CHAPTER 6. TOWARDS IMPROVED GREEN’S FUNCTIONS 132

weights w, or coefficients to that optimal linear combination:

φ(w) = ||Aw||2 + α||Sw||2 + λ||Lw||2, (6.2)

and we find the best α and λ so that we fit within a tolerance τ . We choose τ to be

20% of the noise level (L2 norm of the acausal and late coda part). We guarantee

a well behaved solution for the weights with a first order smoothing operator that

prevent any window from dominating the stack.

The nonlinearity comes from imposing the weights to be strictly positive. We

use the non linear least-square solver lsqlin from The Primal-Dual interior method

for Convex Objectives (PDCO) (Saunders , 2010) to impose the constraints on the

weights. We then loop over different values of α and λ to fit within tolerance, τ .

We reduce the dimension of the system by pre-stacking the correlation functions at

each day, and limiting the number of weights to solve. This also provides one way to

balance the number of time windows from ASF and the ones from CW. Another way

to achieve this balance is to impose the sum of the weights to be equal for ASF and

for CW. We impose this with the condition:

[
1 · · · 1 0 · · · 0

0 · · · 0 1 · · · 1

]


w1

...

wN0

wN0+1

...

wN


=

[
1/2

1/2

]
(6.3)

Equation 6.3 is easily implemented in the lsqlin algorithm, and we see how this

problem may be generalized to other data sets than ASF and CW Green’s functions.

Figure 6.4 illustrates an example of the Green’s function estimation. The source

is the seismic station MGE, and BZN is the receiver. We compute the ASF Green’s

functions stacked each day, along with the CW Green’s function. Both sets of Green’s

functions are strongly asymmetric, but in the opposite sense (Fig. 6.4(c)). We see

variation in causality (Fig. 6.4(a)) in the ensemble of Green’s functions to stack. We
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find the optimal weights as solutions of our inverse problem and color scale the indi-

vidual Green’s function traces in Figure 6.4(b) to form the hybrid Green’s functions

that satisfy conditions of causality and symmetry (Figure 6.4(d)).
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Figure 6.5: Hybrid Green’s functions (orange waveforms) compared with other tra-
ditional approaches for estimating Green’s functions: equal contribution of the cor-
relation functions (blue), adaptive stacking scheme using the snr of the correlations
(light blue waveforms), equal contributions of correlations functions obtained with
overlapping time windows (green waveforms) and functions obtained by correlating
coda waves (yellow waveforms).

We compare in Figure 6.5 the Green’s functions obtained from different techniques

with our hybrid Green’s function. First, we use an even contribution of the individual

correlation functions for the raw ASF, and labeled as such. Second, and with the

same data set, we construct a stack with a weighted contribution that depends on the
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signal-to-noise ratio (Riedesel et al., 1980) wi = 1/snri,∀i ∈ [1, Nw], where Nw is the

number of correlation functions to stack and snri is the signal-to-noise ratio of the ith

correlation function. The third function we compare uses overlapping ambient seismic

field time windows (Seats et al., 2011) and equal weights for all correlation functions.

Finally, we compare our results with the functions calculated from correlating the

coda-waves, stacked with equal contributions.

Figure 6.5 shows a limited set of comparisons between the different functions and

our estimate of hybrid Green’s functions. In all cases, we retrieve stronger causality,

when it is enforced for the hybrid Green’s functions, which combines the information

from the two independent data sets (ASF and CW). The functions obtained with

the overlapping time windows, or with the adaptive stack resemble strongly the ASF

function of reference. This confirms the fast convergence toward a unique solution

of our estimate of the Green’s function. We also note that the CW functions have

higher amplitude, and we suggest that the higher amplitudes of the coda waves com-

pared to the ambient seismic field can explain this difference. The symmetry is only

possible if the gather of correlation functions considered actually contain functions

with accurate Green’s function information for both the causal and anti-causal time

periods. We see for an ensemble of 400 station pairs in Figure 6.6 for which we suc-

cessfully improve the Green’s function symmetry by combining the two independent

data sets. The ASF Green’s functions we use are strongly asymmetric, whereas the

directionality of the coda waves seem to be less affecting the symmetry of the Green’s

functions. Nevertheless, we successfully reconstruct hybrid Green’s functions with

stronger causality and symmetry.

Conclusions

In this study, we have improved the Green’s functions obtained from correlation of

ambient seismic field and coda waves over a short recording period. We have shown

how we can incorporate independent estimates of the Green’s functions to reconstruct

a hybrid Green’s function that better satisfy causality and symmetry. Most impor-

tantly, we developed a new approach that optimally construct Green’s functions that
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can be generalized to other, independent, data sets such as the responses obtained

during active seismic surveys, or using higher-order correlation techniques.

Unlike the traditional approach that relies on non-uniform illumination of the

diffuse field, this approach virtually replicates a more uniform distribution of the

noise sources. It does not require information of the noise source distribution and only

allows the physical constraints of causality and symmetry to simulate the conditions of

equipartition. We anticipate future work that would investigate further the obstacles

of causality, and most importantly, the contributions of this approach to construct

Green’s functions with higher-order correlation functions.
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