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Abstract

An inversion method is presented that combines a spontaneous rupture code and a 
linear programming algorithm to image earthquake rupture dynamics consistent with 
ground motion data. The spontaneous rupture code is converted into an inversion 
algorithm by imposing the slip required by the data as a boundary condition to the 
solution of the elastodynamics equation. The main objective of this procedure is to 
provide a solution of the rupture process in terms of stress and slip evolution over the 
fault plane through regularization of the inverse problem based on physical models of the 
faulting process.

This inversion procedure is used to investigate the resolution of parameters of a 
simple slip-weakening friction law: strength excess, <ry — <r° , and the slip distance over 
which the stress is released, Dc, that may be obtained from the analysis of strong-ground 
motions. Band-limited waveform inversion of synthetic strong motion data from a 
hypothetical M w 6.5 event resembling the 1979 Imperial Valley earthquake cannot 
uniquely resolve both strength excess and Dc. This nonuniqueness derives from the 
trade-off between strength excess and Dc in controlling rupture velocity. However, 
fracture energy, Gc, might be relatively stably estimated from waveform inversions. If the 
stress drop is fixed by the slip distribution, the rupture velocity is controlled by fracture 
energy.

The dynamic rupture of the 1995 Kobe earthquake is investigated to determine its 
consistency with laboratory-derived rate and state variable friction laws. The Dieterich- 
Ruina friction law, with values of dc =1-5 cm for critical slip displacement, fits the stress 
change time series well. This range of dc is 10-20 times smaller than Dc which previous 
studies have equated with the slip-weakening distance. The fracture energy for the 1995 
Kobe earthquake is G c= 1 .5 x l0 6 Jm '2, in agreement with estimates of previous 
earthquakes.

The effect of low absolute stress on earthquake dynamics is considered. The main 
difference between the dynamics of high and low stress events is the amount of coseismic 
temporal rake rotations occurring at given points on the fault. Temporal rake rotations 
can be considered low-stress phenomena and can be used as a tool to infer the initial 
stress (Spudich, 1992) before the earthquake initiated. Inference of low initial stress for 
the 1995 Kobe earthquake is presented.

Theoretical strong motion seismograms are obtained with dynamic models of 
hypothetical earthquakes consistent with the statistical properties of slip heterogeneity 
found in finite-source models of past events. These simulations show that including 
complexity in the rupture process consistent with dynamic rupture models has the 
potential to improve current strong ground motion prediction procedures.
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Chapter 1 - Introduction

This thesis addresses the fundamental question of how to use measurements of 

ground motion at the Earth’s surface to describe the earthquake rupture process in terms 

of stresses, fault frictional properties, and the governing equation of motion. Our 

understanding of the physics o f earthquakes relies on contributions from three 

fundamental approaches: 1) interpretation of recorded ground motions and faulting 

(seismology/geodesy/geology), 2) analysis of controlled experiments on fault analogs 

Qaboratory rock mechanics), and 3) theoretical modeling of the earthquake process. 

While these viewpoints have never been entirely separate, considerable insight can be 

gained by combining them.

Ground motion data represent the indirect physical observable o f the earthquake 

process, and take the form of seismograms (time-series) and geodetic measurements of 

permanent movements o f the Earth’s surface. Inverse theory provides a framework to 

image the rupture process through minimization of the misfit between these observed 

data and data predicted by a model. During the past twenty years the availability and 

quality o f ground motion recordings have noticeably improved and have correspondingly 

promoted an advance in seismic source imaging techniques. Nevertheless, the amount of 

information that we can infer from ground motion data is considerably limited by our 

inadequate knowledge of the forward physical theory relating the model space to the data 

space. A further fundamental limitation arises from the intrinsic non-uniqueness of 

finite-fault inverse problems, meaning that several source models can equally fit the data 

for a given earthquake. Traditional inversion procedures are based on a pure kinematic 

modeling of the rupture process in which the ground motion is mapped onto the spatial 

and temporal slip evolution over a prescribed fault plane, without specifically addressing 

questions about the physics o f the rupture process. In these approaches, usually the 

solution is regularized by means of spatial and temporal smoothing constraints imposed 

on the slip history. These requirements are necessary in order to avoid a solution whose

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 1 - Introduction 2

complexity might be an artifact of the sparsity o f the data set. An additional 

regularization based on the physics of the rupture process would add the potential to test 

specific ideas about the mechanics of earthquake rupture.

Complex rupture propagation and heterogeneous slip distribution are common 

characteristics of all dislocation models of the past earthquakes. Relating this kinematic 

variability to the stresses generated during rupture is fundamental to an understanding of 

earthquake physics. Theoretical and numerical approaches to study the earthquake 

process are based on spontaneous, dynamic shear-crack models (Andrews, 1976a, 1976b; 

1985; Mikumo and Miyatake, 1978; Day, 1982; Das and Kostrov, 1987; Harris et al., 

1991). In these models the earthquake source is described as a running shear crack 

whose evolution is determined by the initial stress distribution, the fault frictional 

properties and by the governing equation of motion.

The first objective of this thesis is to develop an inverse method that provides a 

solution for the rupture process in terms of stress and slip evolution over the fault plane 

and allows regularization of the inverse problem based on physical models of the faulting 

process. The underlying idea of this procedure is that a spontaneous rupture code can be 

turned into an inversion algorithm by imposing the slip required by the data as a 

boundary condition to the solution of the elastodynamics equation.

The pioneering work of Quin (1990) started the effort of inferring the stress 

changes during real earthquakes through a trial and error procedure designed to match a 

dislocation model for the 1979 Imperial Valley earthquake by means of a spontaneous 

rupture calculation. Advances along this direction are provided by the work of Mikumo 

and Miyatake (1993), Ide and Takeo (1994) and Beroza and Mikumo (1996) based on 

iterative sequence of kinematic inversions and dynamic simulation to match the 

kinematic model. These approaches have greatly advanced our ability to image the 

rupture process in terms of physical parameters such as the change in stress level before 

and after the earthquake (stress drop), and before and after a given point on the fault 

starts slipping (strength excess). However these procedures are limited by the assumption 

of an unrealistic critical fracture criterion as the governing equation of failure process. A 

third type of approach (Ide and Takeo, 1997; Spudich et al., 1998; Day et al., 1998) 

derives the spatial-temporal evolution of stress parameters directly from a kinematic

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter I  -  Introduction 3

model inferred from inversion of ground motion data. Unfortunately, these procedures 

result in a single dynamic solution, and cany all the inaccuracies and nonuniqueness of 

the kinematic description.

Results obtained from the application of all the aforementioned methods based on 

spontaneous rupture calculations suggest that the complex rupture process arises from 

non-uniform stress and fault strength distributions that may vary strongly for different 

earthquakes. Understanding the prevailing governing equation of the failure process 

(constitutive relation) during rupture could provide a unifying physical basis to 

understand the complexity of the rupture process. A constitutive relation specifies the 

dependence between stress, fault slip, slip rate, and other relevant physical properties.

A large number of laboratory measurements of rock friction at low sliding 

velocities (e.g. Dietrich, 1978; Weeks and Tullis, 1985) can be interpreted by rate- and 

state-variable friction laws (Dieterich, 1979; 1981; Ruina, 1983). These constitutive 

relations describe the evolution of frictional stress as function of slip, slip-rate, and state 

through coefficients depending on material and physical properties. Rate- and state- 

variable friction laws are capable of explaining a large range of faulting phenomena 

spanning the entire earthquake cycle. The critical slip displacement is related to the 

physical state of the fault and controls the evolution of stress toward its residual value 

when the fault sliding velocity is suddenly changed. A related slip parameter, the slip- 

weakening distance, is used to characterize a simpler constitutive relation, the slip- 

weakening model, used in some previous works of dynamic simulation (Ida, 1972; 

Andrews, 1976a, 1976b; Day, 1982). This idealized fault constitutive behavior is 

described also through local material properties such as fault strength and frictional 

stress.

At present, open questions concerning the scaling of constitutive parameters from 

laboratory to the field limit the application of laboratory-derived frictional laws to the 

rupture process of real faults. Ide and Takeo (1997) have addressed this problem with an 

application to the 1995 Kobe earthquake. From their calculated stress histories during 

rupture they inferred a slip-weakening distance up to 1 m for an assumed slip-weakening 

model. Following this work, Olsen et al. (1997) inferred a slip-weakening distance of 0.8
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Chapter I - Introduction 4

m for the 1992 Landers earthquake by matching a dislocation model through a trial and  

error spontaneous rupture calculation.

W hile these studies have made considerable progress towards investigating 

constitutive properties of the fault during dynamic rupture, the interpretation of their 

results is problematic for two main reasons. The first one concerns the validity of their 

estimates with respect to the actual resolution implied by the strong ground motion data 

set analyzed. The second reason arises from an apparent lack of consistency between 

their estimated values and those derived in laboratory experiments for the corresponding 

frictional parameters. This thesis addresses both these problems through the application 

of the inversion method outlined above.

The derivation of a physical model consistent with observations is an essential 

step toward our understanding o f the physics of earthquakes; however, as the dislocation 

model that fits the data is nonunique, widely different dynamic models can fit band- 

limited data equally well. It is important to consider the resolution and stability of 

parameters related to fault constitutive relations when attempting to infer fault 

constitutive properties from observed ground motions. Building theories and drawing 

conclusions about earthquake mechanics can lead to useful information only if the 

nonuniqueness of the estimated fault properties is understood. In other words, once we 

derive a rupture model, we may want to ask: What other types of dynamic models can 

explain the observed ground motions? Are we ignoring alternative models that imply 

different fault properties and different rupture mechanics? Can we describe physical and 

frictional fault properties in terms of parameters that are uniquely linked to ground 

motion data? One objective of this thesis is to attempt to answer these types of questions.

The identification of specific trade-off between source parameters and competing 

models serves as a general guide toward an interpretation of estimated source properties. 

This approach should focus our efforts on general issues about earthquake physics rather 

than on details. For example, in a dynamic model, the speed of rupture propagation is 

determined by the fault resistance and by the amount o f stress released. While the 

amount of stress released (stress drop) can be relatively stably estimated from the 

observations, the resistance of the fault is less easily quantified because different fault 

properties, such as the critical slip displacement and the fault strength, control it.
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Chapter I  - Introduction 5

However, the value of fracture energy, defined as the energy required to create a unit area 

of fault by shear fracture, is determined by both these two parameters and the stress drop. 

Therefore, if the stress drop is known, the fracture energy can be chosen as the unique 

parameter representative of fault resistance and controlling rupture velocity.

While the ultimate test of a constitutive law should be its ability to model the 

behavior of real earthquakes occurring on real faults, results obtained from laboratory 

simulations of earthquakes provide the unique opportunity to interpret it in terms of 

known fault properties. Inconsistencies between laboratory results and parameter values 

derived for real faults should be investigated in an attempt to understand their origin in 

terms of the differences in the underlying physical process.

A simple slip-weakening model is considered a good approximation of the rate- 

and state-variable friction law for explaining dynamically propagating stick-slip events in 

the laboratory (Okubo and Dieterich, 1984; 1986). However, in order to adopt this 

approximation, we are urged to test whether a rate- and state- variable friction law can 

apply to the rupture dynamics of a real earthquake, and then we need to interpret the 

parameters of a slip-weakening model within the rate- and state-variable friction 

framework. This implies that the peak stress and the residual stress cannot be identified 

with material properties because they vary from place to place on a homogeneous rock 

sample (Okubo and Dieterich, 1984; 1986). Furthermore, the slip-weakening distance 

reflects physical fault properties, such as fault roughness, topography and gouge 

thickness (Okubo and Dieterich, 1986; Scholz, 1988; Marone and Kilgore, 1993), and is 

critical in controlling fault instability and the size of earthquake nucleation region (Rice 

andRuina, 1983; Dieterich, 1986). How then can we reconcile the large values of critical 

slip proposed by dynamic rupture models of earthquakes (Ide and Takeo, 1997; Olsen et 

al., 1997) with the values observed in laboratory experiments and their implied size of the 

smallest earthquake? Can we ascribe these discrepancies to specific differences in the 

underlying physical process? An objective of this thesis is to address these questions for 

a specific application to the 1995 Kobe earthquake, in an attempt to combine the different 

viewpoints involved in the study of earthquake physics. While it is necessary to consider 

how the limited resolution of ground motion inversions affects the reliability of estimated
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Chapter 1 - Introduction 6

frictional parameters, this should not completely undermine efforts to determine a unified 

picture of the earthquake process.

Source complexity manifests itself in various ways, and it is often impossible to 

isolate the causes of specific complex features. In this case, the role of theoretical 

simulations o f earthquakes is critical to explain specific kinematic source attributes or 

ground motion characteristics through simple and general physical source properties. A 

rare opportunity to collect direct observables of ground motion is provided by striations 

engraved on faults during earthquakes. For a variety of events in different geological 

settings, the observed shape of these striations suggests that the direction of slip can 

change coseismically at a given position on the fault. Spudich (1992) found that this 

peculiar phenomenon provides an unexpected resource to infer the value of absolute 

shear stress before the earthquake initiated. The suggestion that temporal rake rotations 

are strictly interrelated to the value of initial shear stress prompts further investigation 

into this subject.

Previous studies o f earthquake rupture dynamics (Das, 1981; Day, 1982) have 

specifically assumed that the value of absolute initial shear stress is high, that the initial 

stress level itself does not affect earthquake rupture, and therefore ground motion, and 

that the direction of slip does not vary coseismically. However, recent evidence suggests 

temporal rake rotations during the 1995 Hyogo-ken Nanbu (Kobe) earthquake (Otsuki et 

al., 1997; Wald, 1996; Ide and Takeo, 1996; Yoshida et al., 1996). This motivates a 

reconsideration of the initial stress usually assumed in dynamic rupture modeling in an 

attempt to simulate the rake rotation phenomenon and determine its relation with initial 

shear stress conditions on the fault. Learning about the value and characteristics of initial 

stress from ground motion data provides a valuable addition to the general objective of 

this thesis to infer fault rupture dynamics from ground motion data.

Improving our understanding of the physics of the rupture process would 

represent a significant step towards more realistic prediction of the intensity of ground 

motion in future earthquakes. The complexity of the rupture process (as revealed by 

finite-fault inversions) results in significant ground motion variability and affects the
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Chapter 1 - Introduction 7

level of damage, particularly in the extreme near-field of large earthquakes. A realistic 

prediction of the intensity of ground motion relies on our ability to generate hypothetical 

source descriptions consistent with our empirical knowledge of source complexity from 

past earthquakes. Somervillle et al. (1998) and Mai and Beroza (1999) have recently 

taken some steps in this direction through an empirical characterization of slip 

complexity using dislocation models of past earthquakes. This approach aims to 

complement and improve the existing methodologies used to predict the intensity of 

ground motion through empirical relations (usually referred to as attenuation laws) (e.g. 

Abrahamson and Silva, 1997). As the severity of the strong ground motion caused by 

large recent earthquakes has proved to us (1994 Northridge, 1995 Kobe, 1999 Izmit), 

these attenuation laws are inadequate to predict strong ground motion intensity in the 

proximity of the source.

Slip heterogeneity, although in some respects the most important, is only one of 

several source attributes contributing to its complex behavior. Furthermore, spontaneous 

rupture simulations resulting in heterogeneous slip distribution imply corresponding 

inhomogeneous distribution of other relevant source parameters such as rupture velocity, 

rise time (the duration of slip at a point on the fault), and the shape of the slip velocity 

function. It is likely that the variability associated with these parameters affects the level 

of damaging ground motion in the proximity of the fault, and thus we must include it into 

generalized source models for strong ground motion prediction.

In contrast to kinematic source modeling, a dynamic description of the rupture 

process provides a self-consistent way of describing the variability of all the relevant 

source parameters without prescribing their spatial distribution a priori. Andrews and 

Boatwright (1998) introduced the idea of simulating far-field ground motion spectra 

through dynamic rupture simulations based on stress distributions generated as a random 

field. The final objective of this thesis is to develop this idea further through a more 

realistic description of the stress fields and the computation o f strong motion 

seismograms for several realizations of scenario earthquakes at multiple observer 

locations. Ideally this will result in physically consistent rupture models that adequately 

reflect the slip heterogeneity found in finite-source models of past earthquakes.
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In Chapter 2 I  introduce the main ideas behind dynamic rupture modeling and 

describe the inversion procedure that provides a dynamic solution for the rupture process. 

I  will present the mathematical formulation of the inverse problem and outline a set of 

constraints that can be applied to impose both kinematic and dynamic properties on the 

solution.

This inversion procedure will be applied in Chapter 3 to investigate the resolution 

of parameters related to fault constitutive properties that may be obtained from the 

analysis of strong-motions. In this chapter I address the problems that the nonuniqueness 

in dynamic source descriptions imply while investigating fault frictional properties from 

band-limited ground motion data.

Although the conclusions of Chapter 3 are not uniformly encouraging, Chapter 4 

focuses on probing the consistency between laboratory-derived frictional laws and the 

constitutive relations implied by the analysis of strong-ground motion data. This effort 

aims to reconcile existing discrepancies and inconsistencies between frictional 

parameters derived from experiments on simulated faults and those inferred from ground 

motion observations. I consider a specific application to the 1995 Hyogo-ken Nanbu 

(Kobe) earthquake.

In Chapter 5 I focus on the dynamics of the 1995 Kobe earthquake, but with a 

specific look at the effect of absolute stress on the rupture process. In particular, I 

consider the relation between low initial shear stress on the fault before the earthquake 

initiated and observable coseismic temporal changes in slip direction. The Kobe 

earthquake is characterized by this low-stress phenomenon, and in this Chapter I infer a 

value of initial shear stress at given points on the fault before the earthquake.

The last chapter, Chapter 6, will turn earthquake rupture dynamic simulations into 

practical application for strong ground motion prediction. This chapter aims to contribute 

to the improvement of ground motion prediction in close proximity to large earthquakes, 

as traditional predictive equations (attenuation laws) are often inadequate.
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Chapter 2 - Dynamic Rupture Modeling and Inversion

2.1 Introduction
2.2 What is a Dynamic Rupture Model?
2.3 Inversion Method

Abstract
In this chapter I introduce the main ideas about dynamic rupture modeling, and 

describe the inversion procedure that we have developed by combining a spontaneous 
rupture code and a linear programming algorithm. This inversion methodology is 
particularly suited to investigate and infer source rupture dynamics properties consistent 
with ground motion data and/or a set o f  constraints imposed on the solution. The 
versatility of the method arises from the possibility to formulate and apply several types 
of constraints that can include the fit of observed ground motion and the requirement that 
the solution satisfies given kinematic and dynamic source properties. In the following 
chapters I will present applications of this inversion procedure.

2.1 Introduction
The development of finite-source inverse methods has greatly enhanced our 

ability to image the earthquake source. These approaches determine the spatial and 

temporal distribution of fault slip during an earthquake using ground motion data, and 

have provided detailed images of seismic sources which revealed complexity and 

nonuniformity in the rupture behavior (Hartzell and Heaton, 1983; Beroza and Spudich, 

1988; Wald et al., 1990; Beroza, 1991; Cotton and Campillo, 1995; Yoshida et al., 1996). 

However, these source models are parameterized by means of kinematic attributes of the 

faulting process (slip, rupture velocity and slip duration), without yielding direct physical 

insight into the causes of variations in the rupture process itself. An additional limitation 

of these methods arises from the intrinsic non-uniqueness of the finite-fault inverse 

problem, implying the existence of different descriptions of the source consistent with the 

data. In strong ground motion inversions, this problem is usually circumvented by just 

requiring the slip distribution to be spatially smooth.
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Chapter 2  —  Dynamic rupture modeling and inversion 10

In an effort to complement these kinematic inversion procedures and overcome 

some of their limitations, we have developed a versatile method that derives dynamic and 

kinematic characteristics of the rupture process from near-source seismograms and/or by 

imposing a set of constraints to the solution. Such procedure is particularly effective to 

test whether given dynamic properties of the source are consistent with observations.

Quin (1990) introduced the idea to derive a dynamic description of the earthquake 

source consistent with observed ground motions. Through a trial and error procedure, he 

obtained a spontaneous rupture model for the 1979 Imperial Valley earthquake that 

reproduced Archuleta’s (1984) dislocation model consistent with observations. However, 

a trial and error approach is very inefficient and strongly depends on subjective 

strategies. More recently, Olsen et al. (1997) applied a similar but more efficient 

procedure to the 1992 Landers earthquake.

Fukuyama and Mikumo (1993), Ide and Takeo (1994), and Beroza and Mikumo 

(1996) have overcome the limitations of a trial and error approach by developing 

methods based on iterative sequence of kinematic inversions and dynamic simulation to 

match the kinematic model. Their goal was to determine the distribution of stress drop 

(the difference between initial and final stress) and strength excess (the difference 

between the peak stress at the onset of slip and the initial stress) that yield slip and 

rupture time distributions consistent with observed ground motions as a spontaneous 

rupture process. However, these procedures a specific fracture criterion is assumed in the 

dynamic simulation, so at a given point on the fault the behavior of stress is specified a 

priori.

A third type of approach (Ide and Takeo, 1997; Spudich et al., 1998; Day et al., 

1998) derives the spatial-temporal evolution of stress parameters directly form a 

kinematic model inferred from inversion of ground motions data. With this procedure it is 

possible to derive the temporal evolution of stress at a  given point and the relation 

between stress and slip and/or slip velocity. However, the stress distribution obtained 

depends completely on the kinematic parameterization assumed in the inversion, on 

which dynamic constraints cannot be directly imposed.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 2 — Dynamic rupture modeling and inversion 11

The method that we have developed can be easily adapted to work as any of the 

procedures listed above and can com bine their strengths and advantages for different 

goals.

2.2 What is a Dynam ic Rupture Model?
Dynamic descriptions of the earthquake source are based on models that satisfy 

the elastodynamics equation with a prescribed fracture criterion (Andrews, 1976; 1985; 

Mikumo andMiyatake, 1978; Day, 1982; Das and Kostrov, 1987; Harris et al., 1991). In 

the framework o f fracture m echanics, and earthquake may be considered as a 

dynamically running shear crack that ra-diates seismic waves. The resulting motion (slip 

history) on the fault is related to a d rop  in shear stress. Its evolution depends on the 

failure criterion, the constitutive properties and the initial conditions on the fault surface. 

In contrast, kinematic models of the seism ic source (for example Haskell, 1964) prescribe 

their displacement history of motion a priori, without an explicit attempt to investigate 

the physical causes of the rapture process.

Our inversion method uses a  dynamic approach for the modeling and 

parameterization of the seismic source. It is based on the boundary integral (BIM) 

spontaneous rupture code (Boatwright armd Quin, 1986; Das and Kostrov, 1987; Quin and 

Das, 1989) that was incorporated into an inversion procedure by Spudich and Boatwright 

(1990) and Guatteri and Spudich (1996).

In the following section we briefly  introduce the main ides underlying dynamic 

modeling and describe the method to calculate spontaneous rupture. A more detailed 

description can be found in Guatteri a n d  Spudich (1998) [chapter 3]. In this method a 

shear crack lies in the plane x3 = 0 in a Cartesian coordinate system. Let us discretize the 

crack plane onto a rectangular grid at locations ij (subfaults) and let the £-th time step be 

tk. Let be the a-component of slip of the crack face at location ij and time step k,

and let Tajjk be the a-component of stress change at location ij and time step k  caused by

motions on the fault. The motions of th e  crack face at time step k  is determined from 

stresses on the fault at previous time steps by:
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Uaijk AtG o^aijk ~  ^cdjk (2-1)

where At  is the time step tk+l —tk and ArG0 is the compliance of the medium (Andrews, 

1985). is the "load" (Andrews, 1985), and it is the dynamic quantity that includes

the contribution to slip caused at time step k  by stress changes at previous time step. 

Equation 2.1 is the “unloading curve”, which relates stress change to total slip at time 

step k, depending on the load exerted on point ij. Given a particular value of load Laijk, 

several pairs o f stress change and slip can satisfy equation 2.1; stress change 

and slip are uniquely specified only when a boundary condition is specified. In forward 

dynamic modeling this boundary condition is given by the assumed constitutive relation 

(or failure criterion) relating slip, slip-velocity, stress, and any other relevant physical 

quantities. Therefore, the slip and stress change that occur at a point on the fault at time 

step k  are given by the intersection o f the unloading curve and the curve that 

parameterizes the constitutive relation. The forward calculation proceeds by looping over 

all points on the fault for each time step, and for each fault point it determines the 

intersection of the unloading curve and the assumed friction law.

We m odified the BIM to include approximately the effects of a vertically 

heterogeneous velocity structure and a free surface reflection. We loosely followed the 

procedure of Quin (1990). The effect of vertical heterogeneity was included by 

multiplying the halfspace Green's functions by the ratio of impedences at the source and 

receiver locations. In addition, because in the BIM the subfault dimension is fixed to be 

the distance a P wave travels in 2 time steps, the actual vertical extent of each subfault 

varies with depth proportional to P velocity. To account for the free surface reflection we 

added the contribution of an image source to the halfspace Green's functions. Our 

implementation of the approximations performed better than that of Quin (1990), and we 

checked it through comparisons with finite-difference calculations.
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2.3 Inversion Method
We convert the spontaneous rupture code into an inversion algorithm based on the 

idea that, rather than a completely specified constitutive law, we can impose the slip that 

satisfies other desired constraints as boundary condition to equation 2.1, and solve this 

equation for the stress change consistent with the calculated value of load. In this way 

we find the slip and stress change that must occur at each time step in order to satisfy a 

given set of desired properties. At each point on the fault, the load is determined

from stress changes at previous time steps, according to equation 1 in Guatteri and 

Spudich (1998) (Chapter 3, equation 3.1). For the first time step the load is zero.

Let s be the subfault corresponding to the indices ij, and let us assume isotropic 

friction. This assumption means that the slip velocity is collinear with total traction 

(friction), so that the slip direction is predetermined at each time step. Therefore, we can 

remove the slip direction parameter (the index a  in equation 2.1) from the problem, and 

for subfault s  and time step k  define the slip increment Ausk along the direction 

determined by the total traction vector. We use a linear programming algorithm to solve 

for the slip increments Ausk for the set of subfaults s  that we place into a A^-dimensional 

solution vector m at time step k. At each time step we select constraints to apply to the 

motion of the fault on any point depending on the previous rupture history.

The general form of a linear minimization problem is stated as follows. Let x be 

the solution vector composed by N  independent variables; we find the x that minimizes 

the objective function iff = cTx subject to the primary constraints

xf >0,  i = l,. . ,N  (2.2)

and to equality constraints

Bx = d, (2.3)

where d  is the AVdimensional data vector, and B is the (NdxN) matrix that maps the 

model space (x )  into the data vector d. Inequality constraints can be easily included by 

means of slack variables (Luenberger, 1984). In the following we discuss our choice of 

the constraints and their implementation in a linear minimization problem.
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2.3.1 Constraints

The application o f constraints allows us to obtain a set of dynamic models 

consistent with required properties. For example, in Chapter 3 our goal will be to show 

that a broad range of dynamic models satisfies important kinematic parameters such as 

rupture velocity, moment rate function and final slip. We accomplished this task by 

generating two source models satisfying the same kinematic constraints and subject to 

different dynamic properties.

It is important to note that at every time step k  the load vector is completely 

determined by quantities calculated at previous time steps; this means that the 

information about the past rupture process constrains the solution at the current time step.

We separate the constraints into observation, kinematic, smoothing, and dynamic 

constraints.

2.3.1.1 Kinematic Constraints

K l. Total slip increment at time step k equals a given moment-rate function. At time 

step k  a moment rate function Mk can be applied as a constraint to the model. We require
Ns

that Mk = J  Ausk.
s= I

K2. Rupture velocity. We can impose a rupture time distribution by prohibiting slip 

on each subfault until a desired time.

K3. Fit a given dislocation model. At each time step k  and for each subfault s we can 

require that the incremental slip Ausk equals that one of a given dislocation model.

2.3.1.2 Smoothing Constraints

SI. Minimize the first difference between cumulative slip on adjacent subfaults. At 

each time step k we smooth the cumulative slip on adjacent subfaults along the strike and 

dip of the fault. and are the cumulative slip at the previous time step at

two adjacent subfaults, and Ausk and Au(s+l)k are the respective incremental slip
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(unknown) at the current time step. Let rsis+l)k be the first difference between cumulative 

slip on adjacent subfaults:

rs(s+l)k ~  ( Mj(£-1) ^ Us k )  ~~ ( M(j+l)(<t-I) +  ^ W(j+ I)* ) • ( 2 - 4 )

The objective function y/ is the L t norm of the vector of residuals r formed by the 

rs{s+l)k for all the pairs of adjacent subfaults that enter the solution vector m at time step 

tk. To express the L t minimization problem in the standard form  o f the linear 

programming, we represent the residual vector r as the difference of two vectors with 

nonnegative components (Das and Kostrov, 1990), r  = r + — r _. Appending the vector r

to the vector o f unknowns m we form the solution vector x  =  r + r _ j . This

constraint together with the requirement K1 specify the basic formulation of our linear 

minimization problem. For each time step k, let hq = uS(k-l) — M(s+l)(k-l)» Q ~  h -.N ,

where Nq is the number of pairs of adjacent subfaults that enter the solution vector m.

Then, in equation 2.3 d  = (Mk h)r is the Nd =Nq +1 - dimensional data vector, x is the 

N  = N , + 2 x  N„ - dimensional solution vector, ands q

B =
“•IxAT, 0

D,v N, xN.

IxN ,

I

0 IxAf,

- I
(2.5)

where D is the first difference matrix, I  is the identity matrix, and 0 nxm and 1 nxm are 

the n x m  matrices of zeros and ones.

From the following dynamic constraints we can calculate lower and upper bounds 

on the solution vector m.

2.3.1.3 Dynamic Constraints
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D l. The stress drop is bounded. At any time step k, stress drop can be calculated from 

the stress change calculated using equation 2.1. We can impose an upper bound on the 

stress drop in each subfault, which is the static stress drop of a given reference model, so 

that the stress drop distribution of the solution model has similar characteristics. 

Moreover, we can use this upper bound of stress drop to implement the constraint D3.

D2. Slip velocity is bounded. We assume isotropic friction (i.e. slip velocity is always 

collinear with total traction). This is a fundamental physical constraint that applies at all 

points and all time steps and determines the slip direction at each time step based on 

previous conditions. From this requirement Spudich (1992, equation 4-7 and 8b) derived 

an upper bound on the slip velocity.

D3. The rate of slip-weakening is bounded . We can impose bounds on the slope of 

the slip-weakening curve (Chapter 3, Figure 3.1) for different solution models. In 

particular, we can force one model to have a steep slip-weakening curve (fast weakening) 

and a second model to follow a slow weakening with a longer slip-weakening distance.

For simplicity here we show how the bounds on the rate of weakening are 

imposed for a pure strike-slip case. The more general case in which the rake of slip is not 

fixed a priori is easily approached using the collinearity requirement between slip 

velocity and friction (constraint D2). At a given subfault s let A a ^  be the upper bound

on stress drop from constraint D l, cry be the yield stress found as the value of stress at 

this subfault at the onset of slip, and Dcmin andDcm<ttbe the minimum and maximum slip- 

weakening distances, respectively, that we wish the resulting slip-weakening curve 

governing the dynamics of the model to have. From these parameters we can calculate 

the maximum rate a vand the minimum rate a 2 of weakening that we impose to our 

solution at each time step:

c l a y -< y° + c { a !  -

~  Dc--------------' = ~ D l c-------------- ' (2'6)
**min c max

where C = GaAt.
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From these we can derive an upper and lower bound to the incremental slip Auk that is 

the solution of our linear programming problem at time step tk at the given subfault. In 

fact, once the subfault starts slipping, we want that

a , < Tk ~ Tk~l < - a , , where Tk = Crk , (2.7)
A uk

and from equation 2.1 substituting Tk = L,.—uk, and uk = zq_t + A uk we obtain

7 1 - 1 + ~ 4  < ^  (2.8)
1 -  a 2 1 — QTj

where we have omitted the s subscript for simplicity.

2.3.1.4 Observation Constraints

O l.  Fitting ground motion data can be accomplished by expanding the data vector d in

equation 2.3 to include a Ng — dimensional ground motion data vector, g: d = (Mk h g)r .

Let the predicted ground motion be Am, where A is a matrix whose columns are Green’s 

function time series relating slip at a point ij to ground motions at each observer (subfault 

synthetics). Correspondingly, rg = d - Am is the observation residual vector that can be

represented as rg =rg ~ rg and is appended to the solution vector x. Then, the matrix B 

becomes:

B =
HxN, 0 lxV„ 0 lx/V,

A ■W.xAT.

•t
- I ,
- I

(2.9)
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Weakening Fault Friction Laws?
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3.1 Introduction
3.2 An Ideal Test Case
3.3 Results
3.4 Discussion
3.4 Conclusions

Abstract

In this chapter I consider the resolution of fault constitutive parameters, such as 
strength excess, <Jy -  a ° , and slip-weakening distance, Dc , that may be obtained from 
the analysis of strong ground motions. I show that waveform inversion of a synthetic 
strong motion data set from a hypothetical M  6.5 event resembling the 1979 Imperial 
Valley earthquake cannot uniquely resolve both strength excess and Dc - Specifically, I 
use the inversion method described in Chapter 2 to find two rupture models, Model A 
having Dc = 0.3 m and high strength excess, and Model B having Dc =  1 m and low 
strength excess. Both models have the same moment-rate function and rupture time 
distribution, and they produce essentially indistinguishable ground motion waveforms in 
the 0-1.6 Hz frequency band.

These models are indistinguishable because there is a trade-off between strength 
excess and slip-weakening distance in controlling rupture velocity. However, fracture 
energy might be relatively stably estimated from waveform inversions. Models A and B 
had very similar fracture energies. If the stress drop is fixed by the slip distribution, the 
rupture velocity is controlled by fracture energy.

Estimates of slip-weakening distance inferred from kinematic inversion models of 
earthquakes are likely to be biased high due to the effects of spatial and temporal 
smoothing constraints applied in such inverse problem formulations.

Regions of high strength excess are often used to slow or stop rupture in models 
of observed earthquakes, but our results indicate that regions of long Dc and lower 
strength excess might alternately explain the slowing of rupture. One way to constrain 
Dc would be to model ground motion spectra at frequencies higher than those at which 

waveform modeling is possible. A second way to discriminate between regions of long 
Dc and large strength excess might be to assume that Dc is long where there are no 

aftershocks.
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3.1 Introduction

Two major goals of seismology are the discovery of the stress conditions on faults 

before and during earthquakes, and the inference of a constitutive law that characterizes 

the material response to the applied stress. A constitutive relation represents the 

governing equation of the failure process, and specifies the dependence between stress, 

fault slip, slip rate and other relevant physical properties. While theoretical, numerical, 

and laboratory simulations of earthquakes have led to tremendous insights into possible 

constitutive laws, the ultimate test o f a constitutive law is its ability to model the behavior 

of real earthquakes occurring on real faults in the Earth.

The constitutive relation is a key element of dynamic descriptions of the seismic 

source which are based on models that satisfy the elastodynamics equation (e.g. 

Andrews, 1976a; 1976b, 1985; Mikumo and Miyatake, 1978; Day, 1982; Das and 

Kostrov, 1987; Harris et al., 1991). In the framework of fracture mechanics, an 

earthquake may be considered as a dynamically propagating shear crack that radiates 

seismic waves. The resulting motion (slip history) on the fault is related to a drop in 

shear stress. The slip history evolution depends on the failure criterion, the constitutive 

properties and the initial conditions on the fault surface. In contrast, kinematic models of 

the seismic source (for example Haskell, 1964) prescribe the displacement history of 

motion a priori, without an explicit attempt to investigate the physical causes of the 

rupture process.

In some previous works of dynamic simulation, the constitutive relation is 

assumed to be a simple slip-weakening model (Ida, 1972; Andrews, 1976a; 1976b; Day,

1982) which is completely characterized by initial stress a ° , yield stress <Jy, dynamic 

frictional stress <Jf , and slip-weakening distance Dc (Figure 3.1). In this model the fault

begins to rupture when the yield stress, a y, is exceeded. As the slip grows to the critical 

slip-weakening distance, Dc , the strength of the fault decreases to the dynamic frictional

stress, o f . The strength excess, a y — a ° , is the differencebetween the yield stress and 

the initial stress (Boatwright and Quin, 1986). The stress drop is <r° — cr^.

More complicated fault-constitutive laws are required to explain some aspects of 

earthquake behavior, viz. the re-strenghtening of faults between earthquakes. However,
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results of laboratory experiments on rock-on-rock frictional sliding at high-speed slip 

(Okubo and Dieterich, 1986) and of numerical modeling of dynamic rupture with 

laboratory-derived constitutive laws (Okubo, 1989) suggest that slip-weakening is the 

prevailing constitutive behavior during dynamic rupture. Therefore, in this study we 

adopt slip-weakening as a relatively simple model for which we can try to recover the 

defining parameters from observations of earthquakes.

The primary purpose of this study is to answer the following questions: Can the 

slip weakening distance and strength excess be uniquely determined by modeling ground 

motion data? Can the slip-weakening distance and the strength excess be inferred 

uniquely from a kinematic source model? How wide a range of these parameters is 

consistent with a given ground motion data set?

The answers to these questions have implications for published values of strength 

excess and slip weakening distance. Strength excess cry — o° has been derived for many 

moderate earthquakes by Quin (1990), Fukuyama and Mikumo (1993), Ide and Takeo 

(1996), Beroza and Mikumo (1996), Bouchon (1997), Day et al. (1998), and others. Of 

particular interest are two papers that also estimated slip-weakening distance Dc . The 

first is Ide and Takeo (1997), who derived a constitutive relation from inversion of strong 

ground motion data from the 1995 Hyogo-ken Nanbu (Kobe), Japan, earthquake. They 

inferred a Dc ~ lm  for the shallow part of the fault, and they estimated an upper bound 

of 0.5 m for Dc on the deeper part of the fault. The second paper is Olsen et al. (1997), 

who estimated Dc=0.8 m for the 1992 Landers, California, earthquake by dynamically 

simulating previously obtained kinematic models of the Landers event. These estimates 

of Dc are quite high compared to values measured in the laboratory, typically of the

order of 10pm (e.g. Dieterich, 1978). While there are reasons to expect that dc on real

faults might be much larger than in the laboratory (Scholz, 1988; Okubo and Dieterich, 

1984; 1986), it is also important to assess the reliability of the estimates of dc derived 

from strong motion data.
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In this study we present an inversion method for deriving dynamic rupture models 

that satisfy both a given kinematic source model and constraints on desired properties of 

fault constitutive parameters. This inversion method can be generalized to invert 

seismograms. We use this procedure to demonstrate that there is a strong trade-off 

between the strength excess and the slip-weakening distance in controlling rupture 

velocity. We find that many different combinations of these two parameters cause the 

same rupture time distribution, and consequently radiate similar ground motions. We 

show that waveform inversion of a synthetic strong motion data set from a hypothetical 

M  6.5 event in the frequency band 0 - 1 . 6  Hz cannot uniquely define stress parameters 

and slip weakening distance Dc . Specifically, we use our inversion method to produce 

two rupture models having a £>.=0.3 m and £>c=1.0 m, and we find that these two 

rupture models produce indistinguishable ground motion waveforms in the 0 - 1 . 6  Hz 

band. Moreover, these rupture models have identical rupture times and very similar slip 

distributions and rise times (the time required to accumulate 10% to 90% of the total slip 

at individual points). Given these difficulties, it may be necessary to resort to broad-band 

spectral domain studies in order to define constitutive relations for moderate-sized 

earthquakes.

We will demonstrate our results using theoretical seismograms from a 

hypothetical test earthquake designed to resemble the M  6.5 1979 Imperial Valley, 

California, earthquake. Our initial goal had been to apply the new inversion method to 

the observed ground motion data from the Imperial Valley earthquake in order to 

determine the constitutive law. In the process of preparing synthetic test rupture models 

in order to test the inversion method, we discovered the nonuniquenesses that we present 

in this study.

3.2 An Ideal Test Case

Our approach is to show that, in general, the relevant kinematic properties of a 

source, such as rupture velocity, final slip and moment rate function are consistent with a
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broad range o f slip-weakening constitutive laws. In general, slow rupture velocity is 

caused by either a long slip-weakening distance or a high strength excess, and the 

opposite is true for a fast rupture propagation. A simple way to state this type of 

ambiguity is that a high strength - short slip-weakening distance model is “equivalent” to 

a low strength - long slip-weakening distance model. We have generated two dynamic 

models that represent these two extremes and conform equally to the important kinematic 

parameters. The first step to accomplish this task was the design, by means of a 

spontaneous rupture calculation, of a reference model whose dynamic properties lie 

between those two extreme characterizations. The resulting rupture velocity, moment 

rate function and final slip represent the reference kinematic properties which the two 

equivalent dynamic models must both satisfy.

Ideally, an earthquake that has relatively long rise times (the duration of slip at 

individual points) and ground motion data that can be modeled accurately at high 

frequencies would present the best opportunity to resolve details of the rupture process. 

In order to decide which earthquake we should try to simulate, we surveyed published 

waveform inversion studies. We visually examined the waveform fits of Hartzell and 

Heaton (1983), Archuleta (1984), Hartzell (1989), Beroza (1991), Steidl et al. (1991), 

Wald et al. (1991), Fukuyama and Mikumo (1993), Cohee and Beroza (1994), Wald et 

al. (1994), Cotton and Campillo (1995), Wald (1996), Ide et al. (1996), and Ide and 

Takeo (1997), and we determined that for all of these, with the possible exceptions of Ide 

et al. (1996) and Ide and Takeo (1997), the shortest modeled period was equal or longer 

than the main asperity rise time in the published kinematic model, meaning that these 

studies cannot be used to infer fault constitutive relations. In the latter two papers on the 

Kobe earthquake, almost all the modeled data were long period, but two short period 

stations were modeled to periods of about 2 s. Cotton and Campillo (1995) showed 

spectra of their waveform misfits, a laudable practice which should be encouraged in 

future inversions.

We chose to simulate an earthquake that resembles the 1979 Imperial Valley 

earthquake because that event offers possibly the best data set for determination of 

constitutive relations. In fact, Hartzell and Heaton (1983) obtained a good waveform fit
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at 1.5 s period at several stations, and they and Archuleta (1984) found a rise time of 1.7 

and 1.8 s, respectively, on the main asperity. Given the excellent station geometry 

(Figure 3.2) and the approximately laterally homogeneous local velocity structure (Fuis et 

al., 1984), there is hope that its waveforms could be modeled to periods of 1 s or shorter 

at many stations.

Figure 3.2 shows the map view of the Imperial Valley area with the station 

distribution, the fault trace and the epicenter location. The Imperial Valley earthquake 

had substantial surface slip (Sharp et al., 1982) and a well-determined epicenter 

(Archuleta, 1982), thus giving a fault length of about 35 km northwest of the epicenter 

(Archuleta, 1984). The inversion results of Olson and Apsel (1982) indicate that slip 

occurred also on a 10-km segment south of the epicenter.

For the parameterization of our models, we assume a fault plane that extends 

about 33 km north of the epicenter and 8 km south of the epicenter along a strike of 323°, 

and reaches a depth of 14 km with a 80° NE dip. We used the hypocenter of Archuleta 

(1982) at depth of 8 km. We gridded the fault plane into 988 subfaults (52 along strike 

and 19 along dip) each about 0.8 km square.

The first step in our investigation was the creation o f a reference dynamic rupture 

model. Specifically, on our simulated Imperial Fault we had to find distributions of 

strength excess, stress drop, and slip weakening distance which would lead to a rupture 

that had approximately the same slip and rupture time distributions as those determined 

by Archuleta (1984) for the 1979 Imperial Valley earthquake. This task was 

accomplished by trial-and-error forward modeling using the boundary integral 

spontaneous rupture computer code developed by Boatwright and Quin (1986), Quin aid 

Das (1989), Quin (1990), and modified by Spudich et al. (1998) to include free-surface 

reflections and vertical variations of the velocity structure. We applied the method of 

Spudich et al. (1998) to derive the stress drop cr° — <yf  distribution from the slip 

distribution of Archuleta's model (1984), and by trial and error we found that a spatially 

uniform strength excess of about 4 MPa and a uniform slip-weakening distance of about 

0.5 m yielded slip and rupture time distributions similar to Archuleta’s kinematic model. 

Our reference model lacked the super-shear rupture velocity observed by Archuleta, but 

this discrepancy was irrelevant to our subsequent use of the reference model.
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Then we used the inversion method described in Chapter 2 to generate two 

rupture models - one characterized by a short slip-weakening distance (~ 0.3 m) and high 

strength excess (Model A), and the other by a long slip-weakening distance (~ 1 m) and 

low strength excess (Model B), both of which are consistent with the moment rate 

function, rupture time and slip distributions of the reference model. Although these 

values of slip-weakening distance are large compared to the values implied by results of 

rock friction experiments, the scaling of this constitutive parameter for real faults during 

dynamic rupture is still not known, and recent proposed estimates based on waveform 

inversion are of the order of 0.5 m (Ide and Takeo, 1997; Olsen et al., 1997). In general, 

we can only hope to resolve these very large slip-weakening distances from waveform 

inversion. If we cannot distinguish a slip-weakening distance of the order of 0.3m from 

one of about lm, clearly shorter slip-weakening distances cannot be distinguished.

3.3 Results

In this section we analyze the characteristics of the two dynamic models A and B 

obtained with the inversion described in Chapter 2. These models are kinematically 

equivalent because both have the same moment rate function and slip distribution and 

rupture time, but they differ in the two critical parameters of the fault constitutive 

relation, the strength excess distribution and the slip-weakening distance. We shall show 

later that their ground motion waveforms are very similar.

Figure 3.3a shows the rupture time distribution common to both models imposed 

through constraint K2 (Chapter 2), and the similarity of the moment rate functions is 

evident in Figure 3.3b. Figure 4 shows all the relevant dynamic and kinematic 

parameters for the two models. The final slip distribution (Fig 3.4a and 3.4b) is 

remarkably similar; model B shows larger slip maxima than model A, but these 

differences would probably be too small to be resolved by either geodetic observations or 

low frequency waveform data, given that both models basically satisfy the same moment 

rate function (Figure 3.3b). The static stress drop distributions (Fig 3.4c and 3.4d) are 

bounded by the static stress drop distribution of the reference model (constraint D l,
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Chapter 2). They have small differences caused by the different scaling used in the two 

cases.

3.3.1 Trade-off between Strength Excess and Slip-weakening Distance

The strength excess (Figure 3.4e and 3.4f) and the slip-weakening distance 

distributions (Figure 3.4g and 3.4h) differ substantially and their analysis is important to 

understand the origin of non-uniqueness in the problem of fitting kinematic properties 

with spontaneous rupture modeling. Model A has a slip-weakening distance of the order 

of 0.3 m (as required by constraint D3, Chapter 2), and for model B this constraint results 

in a slip-weakening distance of the order o f lm ; on the other hand the strength excess in 

model A is substantially larger than that in model B. It is important to note that the 

strength excess is not directly constrained by any imposed requirement; at each point it is 

simply the stress at the instant that point is allowed to rupture (Miyatake, 1992). In 

Figure 3.5 we depict the slip-weakening curves for selected subfaults over different 

depths and distances along the strike of the faults. From this figure it is possible to 

appreciate the differences in the rate of weakening as imposed by constraint D3.

Let us consider the strength parameter S and its role in controlling the rupture 

velocity. Andrews (1976b; 1985) showed that for S > 1.77 the limiting rupture velocity 

in plane strain is the Rayleigh velocity. If S < 1.77, however, when the crack has 

propagated a sufficient distance, the rupture velocity can become larger than the S-wave 

velocity (Andrews, 1976b, Das and Aki, 1977, Day, 1982). In a slip-weakening model 

the transition in rupture velocity depends on the half-length of a critical crack Lc 

(equation 10 in Day, 1982 and equation 43 in Andrews, 1985), and therefore on Dc . 

This means that in these studies the effect of De on the rupture velocity was implicitly 

taken into account through the length scale Lc. Our simulations show that, in a 

spontaneous rupture calculation of a finite source, a sub-shear rupture velocity can be 

equally attained by combining a relatively low S parameter and a large slip-weakening 

distance, or a high S with a short slip-weakening distance. If the stress drop is fixed, then 

the relevant parameters that trade-off are the strength excess and the slip-weakening 

distance
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3.3.2 Apparent fracture energy

Figures 3.4i and 3.41 show the distribution of the apparent fracture energy Gc for 

the two models. The shear fracture energy is defined as the amount of energy needed to 

create a unit area of fault by shear fracture, and in a simple slip-weakening model is 

calculated as

G ' = ± [ o ’ - o ' ) D c ( :U )

(Andrews, 1976a).

Estimates of shear fracture energy have been calculated for many earthquakes 

(e.g. Ida, 1973; Husseini et al., 1975; Aki, 1979; Beroza and Spudich, 1988), yielding a 

range from 102 to 108 J/m2. Our models yield an apparent fracture energy of the order of 

106 J/m 2, and this value may provide a rough estimate of this parameter for a moderate 

size event such as the 1979, Imperial Valley earthquake. The distributions of Gc for the 

two models are remarkably similar and resemble the respective stress drop distributions, 

suggesting that the apparent fracture energy might be stably estimated from waveform 

inversions.

3.3.3 Radiated Waveforms and Spectra

We compare the seismograms and the spectra calculated from model A and model 

B up to ~ 2Hz at 14 observer locations well distributed around the rupture area of the 

1979 Imperial Valley earthquake (Figure 3.2). These seismograms were calculated using 

the methods of Olson et al. (1984) and Spudich and Archuleta (1987) assuming the 

velocity structure of Archuleta (1984). We calculated the seismograms in the frequency 

band 0 - 1.8 Hz and we lowpass filtered them with a cosine taper between 1 and 1.8 Hz.

Figure 3.6 shows the seismograms calculated from model A and model B. In 

general they are nearly identical, especially for the low frequency part of the signals. 

This similarity shows that it will be very difficult to resolve constitutive parameters from 

waveform inversion in this frequency band. A  detailed analysis of the waveforms reveals 

some differences. In general, the seismograms from model A are richer in high
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frequency than those from model B. This enhanced short period content is particularly 

evident for stations close to the fault (e.g. EMO) that are in the forward directivity region 

(BRA and PTS), and at stations like AGR and MEX which fall in the backward 

directivity zone where the details of the rupture process (close to the hypocenter) are 

better resolved.

For waveform inversions, these distinctions would not be sufficient to 

discriminate the details of the rupture process, mainly due to the inherent difficulty of 

modeling high frequency signals given our usually inadequate Green's functions. The 

differences between the model A and model B seismograms are substantially smaller than 

the misfit usually accepted in modeling real waveform data. However, this analysis 

suggests that the frequency content of acceleration data might help bound the parameters 

of interest of fault constitutive behavior.

In Figure 3.7 we show the displacement amplitude spectra for the three 

components of ground motion at some stations in different positions around the fault. The 

differences in frequency content and relative amplitude already discussed in the 

seismogram analysis are especially evident in the spectra. Above ~ 1Hz the amplitude 

spectra from Model A are larger than those from Model B, especially at stations close to 

the fault (e.g. EMO and AGR), in the forward directivity region (BRA) and in the 

backward directivity region (AGR and MEX). However, neither the spectra nor the 

waveforms for stations distant from the fault (e.g. E05 and E l l )  show systematic 

differences.

Figure 3.8 summarizes the spectral content of the three components of motion for 

all 14 stations used in this study. For each component we show the ratio of the smoothed 

amplitude spectra of model A and that of model B; the thick line represents the mean of 

these ratios, and the dashed lines correspond to the mean ±  the standard deviation. For 

the vertical component the differences in the spectral amplitudes between the two models 

are negligible, as shown by the ratio of amplitude spectra having a mean value of about 1. 

On the other hand, for the two horizontal components there is a systematic increase in the 

ratio of amplitude spectra above 1 Hz, reaching a mean value of about 2.5 at 1.6 Hz. This 

analysis demonstrates that the two dynamic models are equivalent from the point of view
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of fitting the low frequency content of the observational constraints, while the specific 

characteristics that distinguish them, affect only the short period part of the data.

In the following section we analyze the resulting discrepancies in the source time 

functions in order to explain, in term of the physics, the differences noted in the 

waveforms and in the spectra.

3.3.4 Source Time Function (STF) and Rise Time

The analysis of the resulting source time functions highlights that the two source 

dynamic descriptions, while consistent with the kinematic constraints K1 (moment rate) 

and K2 (rupture time), differ in other, more detailed, kinematic parameters that mostly 

affect the short period content of ground motions data. The features that characterize and 

distinguish the source time functions of the two models (Figure 3.9) can be generalized as 

follows: for Model A the source time function follows a typical Kostrov-like functional 

form with large peak slip velocity (and fast decay); for Model B the source time function 

shows a typical triangular shape (or an overlapping of different triangular functions) with 

lower peak slip velocity than for model A. The large peak slip-velocity in model A is 

related to a large peak stress (strength excess) as shown by Andrews (1976a) and Ohnaka 

and Yamashita (1989). At every subfault the total slip implied by each model is about 

the same, meaning that the zero frequency part of the data is not affected by these 

differences.

The STF for model B can be interpreted as a low-passed version of the STF for 

model A, therefore, the ground motions data calculated from the two models is equivalent 

for the low frequency part of the signal (in this case up to ~ 1 Hz). At higher frequencies, 

the differences in the details of the rupture process will affect the seismograms.

The differences in the shapes of the STF resulting from the two models suggest 

that there might be a specific time parameter that distinguishes the two cases. The rise 

times (here defined as the time required to accumulate from 10% to 90% of the total slip) 

for both models are very similar (Figure 3.10). The similarities between the two 

distributions imply that the analysis of this parameter (as it is defined here) would not 

help resolve the dynamic non-uniqueness discussed in this study, at least for differences 

in the value of slip-weakening distances such as those considered in this study.
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3.3.5 Local Breakdown Time and Slip-Weakening Distance Resolution

An important time parameter that characterizes and distinguishes the two dynamic 

models is the local breakdown time Tc, defined as the time over which the weakening 

occurs (Ohnaka and Yamashita, 1989) (Figure 3.11). In a slip-weakening model, this is 

the shortest period that characterizes the rupture process. Because the generation of high 

frequency radiation is directly related to details o f the rupture process, the larger 

generation of short period radiation of Model A compared to Model B is caused by the 

rate of weakening (and therefore the breakdown time). From Figure 3.11 we observe that 

Tc for Model A is much shorter than that of Model B over the fault plane, this short 

breakdown time being caused by both a short slip-weakening distance and a high strength 

excess (Figure 3.5 and Figure 3.11). The differences in the rate of weakening between 

Model A and Model B are evident in the rate of decay of their respective slip-velocity 

histories.

The local breakdown time is the period that we must resolve if we aim to learn 

something about the weakening process. The shortest modeled period in the ground 

motion data is the shortest resolvable period in the rupture process, Tcmia. From 7 ^ ^  it is 

possible to estimate the shortest resolvable slip-weakening distance Dcmin from a given 

data set. At a given point on the fault, let Tc be the true breakdown time, and s  be the 

average slip velocity over Tc; then the true slip-weakening distance Dc is Dc = sTc. If we 

can roughly estimate s from ground motions data, then

D . = sT  - . (3.2)cmtn cmin  * v  '

This relation is plotted in Figure 3.12 for different values of s .

Based on the above results, it appears that the estimate of the slip-weakening 

distance from a kinematic source model might be influenced by the specific source time 

function chosen to parameterize the time dependence of the slip.
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3.4 Discussion

3.4.1 Interpretation o f  Previous Estimates o f  Slip-weakening Distance and Strength 

Excess

Stress drop and rupture velocity are relatively well determined by fitting narrow 

band waveforms. On the other hand, the slip-weakening distance is not uniquely 

determined because in a dynamic slip-weakening model, resistance to rupture is obtained 

either from large strength excess or large slip-weakening distance.

Regions of high strength excess are often used to slow or stop rupture in modeling 

observed earthquakes. For example, the numerical methods of Fukuyama and Mikumo 

(1993), Mikumo and Miyatake (1993), Beroza and Mikumo (1996) and Ide and Takeo 

(1996) all use a critical stress fracture criterion, in which there is no slip weakening 

distance, so only a high strength excess can be used to stop rupture in these models. The 

levels of strength excess appearing in their models are upper limits on the values 

consistent with the data. Because the fracture energy in these critical stress fracture 

criterion models is ambiguous, we cannot estimate plausible combinations of strength 

excess and nonzero slip weakening distances for their models.

Our results suggest that slip weakening distances inferred from kinematic 

inversion models of earthquakes are biased high because such inversions are typically 

constrained to have a fairly smooth slip rate functions. Clearly, a slip rate function that 

initiates with a Kostrov-like t~x,z singularity will have a slip weakening distance of zero. 

Any slip rate function initiating more gradually will have a longer slip weakening 

distance. Slip rate functions consisting of overlapping triangular (e.g. Wald, 1996; Ide et 

al., 1996) or box-car functions (Yoshida et al. 1996) necessitate a slow weakening 

behavior resulting in relatively long slip-weakening distance compared to the final slip. 

In addition, the spatial and temporal smoothing constraints applied in such inverse 

problem formulations average the slip-velocity, lowering possible high initial peak slip 

velocities typical of fast weakening. These effects combine and bias the estimate of the 

slip-weakening distance to one extreme (i.e. to large values) of the range of possible 

solutions consistent with the data. Moreover, from relation (2) and Figure 3.12 it appears
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that the limited temporal resolution imposed by the shortest modelled period in the 

ground motion introduces another type of systematic error in Dc distributions inferred 

from inversions of narrow-band strong motion data. This systematic error causes Dc to 

be correlated with the average slip-velocity and possibly with the total slip in each 

subfault.

The use of triangular slip velocity functions and of temporal smoothing probably 

explains the inability of Ide and Takeo (1997) to resolve slip weakening distances less 

than 0.5 m. However, as they emphasize, the inferred differences in the rate of 

weakening between shallow and deep subfaults might be more informative of different 

slip-weakening behaviors than the estimated values of Dc which could be biased as 

indicated above. However, using the length of straight initial parts o f striations observed 

on the Nojima Fault, Spudich (1999) provides estimates of the upper bound on the 

shallow slip weakening distance of 0.1 - 0.5 m, based on the numerical results of Guatteri 

and Spudich (1998).

The 0.8 m slip weakening distance obtained by Olsen et al. (1997) for the 1992 

Landers earthquake is not well constrained (as they themselves noted) because these 

authors did not explore the range of strength excess and slip weakening distance 

consistent with Wald and Heaton’s (1994) kinematic model. Olsen et al. (1997) found a 

dynamic model which duplicated Cotton and Campillo’s (1995) rise times, but our 

Models A and B have the same rise time and show that the rise time parameter is not 

adequate to discriminate between long and short slip weakening distance models in the 

range of variation considered in our and their study.

Consequently, with the possible exception of Ide and Takeo’s (1997) 1 m slip 

weakening distance (slow rate of weakening) for the shallow Nojima Fault, none of the 

presently available determinations of slip weakening distance or strength excess based on 

waveform inversion is unique.

3.4.2 Implications fo r  Resolution o f  Source Time Function Parameters
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The lack of resolution of constitutive parameters such as strength excess and slip- 

weakening distance from narrow-band waveform inversions implies that the inferred 

parameters of the source time function, such as p eak  slip-velocity, duration and time 

function, are also poorly constrained.

The peak slip velocity is an important strorag motion parameter in broadband 

simulations of ground motion for engineering applications. Yet, from the comparison of 

the STFs of model A and model B (Figure 3.9), it is evident that constraining the slip-rate 

to be temporally smooth would likely cause its peak  value to be underestimated from 

narrow-band ground motion data.

The STFs of model A and model B are bo th  consistent with a slip-weakening 

behavior, and therefore the slip duration at a p o in t on the fault in both models is 

controlled by the rupture dimension. In the two m odels, the total slip at each subfault is 

about the same, but in model A large slip-velocities occur over a much shorter period of 

time (controlled by Tc) than in model B. This difference affects the resulting ground 

motions only at high frequency, implying that the rates of growth and decay of slip- 

velocity are not uniquely constrained from narrow-t»and ground motion data (Spudich 

and Archuleta, 1987). Nonetheless, the shape of the .STF may greatly affect the ground 

motion at high frequency.

We can speculate that a slip-weakening m odel consistent with the kinematic 

constraints applied to model A and B, and having a D c of the order of mm would result 

in a STF with a relatively high peak slip velocity andl fast decay, and with a long tail at 

very low slip-velocity compared to those of model Pm. and B. The total duration of slip 

would still be controlled by the rupture dimension, b u t  very low slip-velocity tail might 

be seismically invisible, causing this particular S T F  to be “seen” as a narrower slip 

function. Therefore, a simple slip-weakening model characterized by a very short slip- 

weakening distance might be consistent with observed slip pulses and the associated 

important directivity effects and their significant hazard.

For the 1984 Morgan Hill earthquake, for w hich there is strong evidence o f a 

short rise time (Beroza and Spudich, 1988), Beroza and  Mikumo (1996) have shown that 

a dynamic model governed by a critical fracture criterion  can explain the observed 

waveforms. The slip-rate function associated with a. critical fracture criterion can be
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considered as an approximation of the slip-rate function resulting from a slip-weakening 

model with an extremely short Dc. Therefore, assuming that slip-weakening is the 

prevailing constitutive behavior during dynamic rupture, a short rise time and pulse-like 

slip function needed to fit the observed ground motion (Heaton, 1990) might suggest that 

Dc is very short, at least of the order of mm.

3.4.3 How Can We Reduce the Dynamic Non-Uniqueness?

One way to learn more about slip weakening distance would be to attempt to 

simulate the ground motion spectra in the frequency band above that in which waveform 

modeling is possible. Figure 3.8 shows that ground motion spectra are systematically 

elevated at high frequencies when slip-weakening distance is short. It might be possible 

to combine waveform and spectral criteria into the misfit function of future inversions.

Ohnaka and Yamashita (1989) found theoretical and experimental relations 

among strong motion parameters and frictional properties of the fault. By analyzing the 

high frequency radiation, these relations might help narrow the space of dynamic 

solutions consistent with low-frequency data. We write their equation (50) that specifies

the relation between the local breakdown time Tc and the yield strength ct^, the rupture 

velocity v and the slip-weakening distance Dc :

where C(v) is a function of rupture velocity, and p. is the shear modulus. From this

relation they found that Tc becomes shorter as both v and get higher and as Dc 

becomes shorter. From equation 3.3 the ratio

is expected to be equal for models A and B because the rupture velocity and the elastic 

properties of the medium are identical. We investigate the validity of this relation for our 

models by calculating the corresponding ratio in equation 3.4 at each subfault using,

(3-3)

(3.4)
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instead of the yield strength, the respective values of strength excess, which is more 

relevant to seismic rupture propagation because the process is primarily controlled by 

stress differences. W e estimate Tc from the slip and stress histories of the two models 

(Figure 3.9). In Figure 3.13 we plot the value of equation 3.4 calculated at each subfault 

for model A along the x axis and that for model B along the y axis. From this plot we can 

conclude that the relation in equation 3.4 holds for the two models analyzed in this study 

and from this result we can envision a feasible way to reduce the ambiguity in inferring a 

dynamic description of the source consistent with observations.

Ohnaka and Yamashita (1989), on the basis of empirical and theoretical results,

determined ./max = V^c as t^e cutoff frequency of the power spectral density of slip

acceleration, and they argue that f mzx where f m3Xis the upper limit of frequency

of spectral band of strong motion accelerograms recorded in the near source region from 

an earthquake source (e.g. Brune, 1970; Ida, 1973; Hanks, 1982, Papageorgiou and Aki,

1983). Therefore, from relation 3.4 we can find a lower bound on the ratio between the 

strength excess and slip-weakening distance

(a y - o °) , x
V n  3(y./t) (3.5)

(C

where 3(u,p.) is a function of rupture velocity and the shear modulus. Once estimates of 

rupture velocity and slip distribution for a given earthquake source are found by 

waveforms analysis, we can speculate that the non-uniqueness of the corresponding 

source dynamic description can be reduced by imposing the lower bound from equation

3.5 on the ratio of strength excess and slip-weakening distance that characterize the fault 

constitutive behavior.

A second way to resolve the trade off of slip weakening distance with strength 

excess might be to follow a suggestion made by Scholz (1988) and Ide and Takeo (1997) 

that slip weakening distance is long where there are no aftershocks. Such an 

interpretation might resolve some paradoxes. Ide and Takeo (1996) correlated high 

strength excess in the 1993 Kushiro-Oki earthquake with an abundance of aftershocks,
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whereas Fukuyama and Mikumo (1993) correlated high values of strength excess on the 

1990 Izu-Oshima rupture surface with a lack of aftershocks. The spatial correlation of Ide 

and Takeo (1996, their Plate 2) is rather problematic, as they show a region of high 

strength excess on the west part of the fault having many aftershocks, but they show 

regions of high strength excess on the east comer of the fault having very few aftershocks 

and a region of low strength excess around the hypocenter having very few aftershocks. 

For both earthquakes a preferable interpretation would be that a region of long slip 

weakening distance rather than high strength excess stops the rupture in regions where 

there are few aftershocks. This possibility must not be ignored in future dynamic 

modeling of earthquake ground motion data.

Moreover, we can obtain the distribution of the upper bound of slip-weakening 

distance over the fault plane from the distribution of slip implied by the smallest 

detectable aftershocks mapped over the fault plane where the mainshock occurs (Aki, 

1987). Of course, such an estimate of the upper bound should also account for the effects 

of the earthquake detection threshold, the time of surface contact on the slip-weakening 

distance (Nakatani, 1997; Aochi and Matsu’ra, 1999), and the structural changes of the 

fault surfaces occurring during rupture. Nevertheless, it would provide an estimate of the 

order of magnitude of the upper bound of slip-weakening distance that would certainly 

help reduce the non-uniqueness discussed in this study.

3.5 Conclusions

At present from strong ground motion studies we have very little information 

about constitutive relations because, with a few possible exceptions, it is not clear that 

any waveform modeling inversion of an earthquake source has resolved time scales 

shorter than the rise time.

The main result of our study is even more gloomy than the above conclusion, 

namely, waveform inversion of the best existing strong motion data set will probably be 

unable to determine the strength excess and slip weakening distance uniquely. The 

fundamental ambiguity is that strength excess and slip weakening distance have 

competing effects on rupture velocity, which largely controls the waveforms. In our
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inversion we modeled the waveforms at periods that were one third of the rise time, and 

we found two rupture models, A and B, having different strength excesses and slip 

weakening distances, but both models produced waveforms that were essentially 

indistinguishable.

However, our work shows that fracture energy might be much more stably 

estimated from waveform inversions. Our models A and B had very similar fracture 

energies. While we did not invert real data, our models A and B show that an event of 

the size of the Imperial Valley earthquake has a fracture energy of about 2-6 x  LO6 J/m2, 

which agrees well with the 2 x  106 J/m2 obtained by Beroza and Spudich (1988) for the 

Morgan Hill earthquake. However, during the Imperial Valley event the rupture velocity 

was inferred to be supershear over a portion of the fault plane (Archuleta, 1984; Spudich 

and Cranswick, 1984), while in the models presented in this study the rupture propagate 

at a subshear velocity. Due to this discrepancy our estimate of apparent fracture energy 

probably overestimates that fo r the 1979 Imperial Valley earthquake. Previous 

theoretical studies explain why fracture energy might be a stable inversion parameter. 

These studies show that rupture velocity is controlled by fracture energy if stress drop is 

fixed. For a slip-weakening model, Ida (1972) and Andrews (1976a; 1976b) give 

analytical expressions that relate the apparent fracture energy to rupture velocity in the 

case o f uniform stress drop. In these relations the rupture velocity is determined by the 

ratio of the apparent fracture energy Gc with a parameter that depends on the square of 

the stress drop. Thus, if we know an earthquake’s stress drop distribution from its slip 

distribution obtained by a ground motion inversion, the earthquake’s rupture velocity will 

constrain the apparent fracture energy for the event. As a given kinematic model is 

consistent with a broad range of values of strength excess and slip-weakening distance, so 

also is a given distribution o f fracture energy nonuniquely related to these two 

parameters. Nevertheless, the fracture energy is a fundamental parameter for describing 

earthquakes in terms of the physics, and provides important insights into the rupture 

process
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Slip-Weakening Model

yield stress
strength excess

initial stress

stre ss  drop
sliding friction

Dc (slip w eakening distance)

U, cum ulative slip

Figure 3.1. Slip-weakening friction law (Ida, 1972; Day, 1982; Andrews, 1985). The curve represents 
total shear stress as a function of cumulative slip.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 3 — What can strong-motion data tell us about slip-weakening fault-friction laws? 40
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Figure 3.2. Map showing surface trace of the Imperial Fault and the stations that recorded the 1979 
earthquake. In this study we have calculated synthetic seismograms at the stations shown in bold 
characters. The thick line corresponds to the fault plane used in our modeling, and the arrow shows the 
direction of rupture propagation. Cross is the hypocenter.
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Figure 3.3. (a) Rupture time distribution for both Model A and Model B. We impose the reference 
model’s rupture time distribution on both models (constraint K2 in Chapter 2). (b) Moment rate function 
for Model A (dashed line) and Model B (continuous line). We force both models to be consistent with the 
moment rate function o f  the reference model (constraint K1 in Chapter 2).
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Figure 3.4: Distribution of kinematic and dynamic parameters on the fault plane (the asterisk indicates the 
hypocenter location) for Model A (left) and Model B (right). Slip distribution (a) and (b); stress drop 
distribution (c) and (d); strength excess distribution (e) and (f); si ip-weakening distance distribution (g) and 
(h); apparent fracture energy distribution (I) and 0)- Note that the two models have very similar slip and 
stress drop distributions, as required by the constraints imposed, while they have very different strength 
excess and slip-weakening distance distributions, due to the existing trade-off between these two 
parameters in controlling the rupture velocity. The similarity between the apparent fracture energy 
distribution for the two models suggests that this parameter might be relatively stably estimated from 
waveform inversions.
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Figure 3.5. Slip-weakening curves at selected subfaults for Model A (dashed line) and Model B 
(continuous line) at different position along strike and different depths. We impose a fast weakening to 
Model A (resulting in a slip-weakening distance of about 0.3m) and a slow weakening to Model B 
(resulting in a slip-weakening distance of about lm). Note that for Model A the strength excess is 
systematically larger than that for Model B.
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Figure 3.6. Synthetic seismograms resulting from Model A (dashed line) and Model B. (continuous line). 
We show the three components of ground velocity (cm/s) calculated at the stations shown in Figure 2; the 
number on the upper left comer of each trace indicates the respective maximum amplitude. The synthetics 
are calculated up to 1.8 Hz and then lowpassed with a cosine taper between 1 and 1.8 H z. The similarity 
between the Model A and B waveforms shows that it would be very difficult to distinguish between these 
models by waveform inversion.
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Figure 3.7: Amplitude spectra resulting from Model A  (dashed line) and Model B (continuous line) for 
selected stations. In general. Model A radiates more energy at frequencies above about I Hz than Model B. 
This is particularly evident at stations in the forward directivity region (BRA), close to the fault (EMO) and 
in the backward directivity region (AGR and MEX), while the differences between the two models are 
almost negligible at stations more distant from the fault (E ll) . These amplitude spectra are derived from 
synthetics calculated up to 1.8 Hz and then lowpassed with a cosine taper between 1. and 1.8 Hz.
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Figure 3.8: Ratio between the smoothed amplitude spectra of Model A and those of Model B. For each 
component of motion we show the amplitude spectra ratio calculated at each station (thin lines) and the 
mean calculated among all the observations (thick line). The thick dashed lines are the mean ±  the 
standard deviation. For the two horizontal components the mean of the amplitude spectra ratio is above 1 
for frequencies larger than about 1Hz, reaching a value of about 2.5 at 1.6 Hz. This means that Model A 
radiates more energy above about 1 Hz than Model B, and that the two models are equivalent at low 
frequencies, while the differences in the details of the rupture models are evident only at high frequency.
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Figure 3.9. Slip-velocity histories (or source time functions) for Model A (dashed line) and Model B 
(continuous line) at different positions along strike and at different depths as in Figure 5. The source time 
functions for Model A have larger peak slip-velocity, faster decay, and the same total slip as those of 
Model B, for which the slip-velocity follows a typical triangular shape (or an overlapping of different 
triangular functions).
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Figure 3.10. Comparison of rise time distribution (calculated as the time required to cumulate 10% to 90% 
of the final slip) between Model A (a) and Model B (b). The similarities between the two distributions 
imply that the analysis of this parameter would not help distinguish the two models, (c) Rise time of Model 
A plotted as a function of rise time of Model B.
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Figure 3.11. Comparison of local breakdown time distribution (defined as the time over which the 
weakening occurs) between Model A (a) and Model B (b). The local breakdown time for Model A is 
systematically shorter than that in Model B, as we should expect from the difference in the rate of 
weakening characteristic of the two models, (c) Local breakdown time for the two models relative to the 
respective slip histories.
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Figure 12: Slip-weakening distance resolution as a function of the maximum frequency contained in the 
data used for inferring a source model. The different lines correspond to different values of average slip- 
velocity in the early part of slip as representative of average slip-velocity during weakening.
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(Ohnaka and Yamashita, 1989). This figure shows that this ratio is roughly the same for both models. In 

fact, following Ohnaka and Yamashita (1989), this ratio is a function of the rupture velocity and shear 

modulus, and therefore is expected to be the same for both models. This constrain might be used to apply 

spectral analysis to braodband data to reduce the dynamic nonuniqueness discussed in the paper.
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Chapter 4 - Inferring Rate and State Friction Parameters from  
a Rupture Model of the 1995 Hyogo-ken Nanbu (Kobe) Japan 
Earthquake

4.1 Introduction
4.2 Rate- and State-Variable Friction
4.3 Frictional Parameters from Strong Ground Motion Data
4.4 Results
4.5 Conclusions

Abstract
I consider the applicability of laboratory-derived rate- and state- variable friction 

laws to the dynamic rupture of the 1995 Kobe earthquake. I analyze the shear stress 
and slip evolution of Ide and Takeo’s (1997) dislocation model, fitting the inferred 
stress change time histories by calculating the dynamic load and the instantaneous 
friction at a series of points within the rupture area. For points exhibiting a fast- 
weakening behavior, the Dieterich-Ruina friction law, with values of dc = 0.01-0.05 m 
for critical slip, fits the stress change time series well. This range of dc is 10-20 times 
smaller than the slip distance over which the stress is released, Dc, which previous 
studies have equated with the slip-weakening distance. The limited resolution and 
low-pass character of the strong motion inversion degrades the resolution of the 
frictional parameters and suggests that the actual dcis less than this value. Stress time 
series at points characterized by a slow-weakening behavior are well fitted by the 
Dieterich-Ruina friction law with values of dc>0.01-0.05 m. The apparent fracture 
energy, Gc, can be estimated from waveform inversions more stably than the other 
friction parameters. I obtain a Gc ~ 1.5 x 106 Jm '2 for the 1995 Kobe earthquake, in 
agreement with estimates for previous earthquakes. From this estimate and a plausible 
upper bound for the local rock strength we infer a lower bound for Dc of about 0.008 
m.

4.1 Introduction

The diversity and complexity of rupture models for past earthquakes suggests that 

properties that control rupture evolution are spatially heterogeneous and may vary 

strongly for different earthquakes. Understanding the prevailing constitutive relation 

and the relevant parameters could provide a unifying physical basis for understanding 

this variability and heterogeneity in the faulting process.
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Laboratory measurements of rock friction (e.g. Dieterich, 1978; Weeks and Tullis, 

1985) at low sliding velocities can be interpreted by rate- and state-variable (RSV) 

friction laws (Dieterich, 1979; 1981; Ruina, 1983) that describe the evolution of 

frictional stress as function of slip-rate, and state. Rate- and state-variable friction laws 

are capable of explaining such diverse aspects o f quasi-static earthquake occurrence as 

Omori’s law of aftershock decay (Dieterich, 1994), earthquake nucleation (Dieterich, 

1994; Dieterich and Kilgore, 1996a), the lack o f tidal triggering of earthquakes (Heaton, 

1982; Dieterich, 1987; 1994), and the time behavior of creep on faults (Tse and Rice, 

1986; Marone et al., 1991). In this study we focus on the application of RSV friction 

laws to frictional behavior during the dynamic rupture of a real earthquake. It is not 

certain that RSV friction laws govern friction on natural faults during earthquakes. 

Other phenomena, such as melting or fluid pressurization (Tsutsumi and Shimamoto, 

1997), extreme velocity weakening (Heaton, 1990), and wrinkle-like slip pulses 

(Andrews and Ben-Zion, 1997), have been proposed to act during earthquakes. 

However, no one has yet disproved that RSV friction governs dynamic earthquake slip, 

and the success of RSV friction in explaining low-slip-speed phenomena encourages us 

to examine its applicability to high speed dynamic slip.

Many previous dynamic rupture models have assumed a simple slip-weakening 

model as the governing equation of crack propagation (Andrews, 1976; Day, 1982; 

Andrews, 1985). Figure 4.1 presents a simple realization of a slip-weakening model, 

which is characterized by a linear decrease in fault strength from a peak stress i f  to a 

residual stress i f  over a slip increment Dc. This constitutive model was introduced by 

Ida (1972) and Palmer and Rice (1973) for shear cracks using the notion of crack-tip 

cohesive zone introduced by Barenblatt (1959) for tensile cracks. The introduction of 

the cohesive zone removes the physically unrealistic singularity that characterizes the 

purely elastic-brittle crack tip stress field

Recently, Ide and Takeo (1997) and Olsen et al. (1997) considered fault 

constitutive parameters during dynamic rupture of real earthquakes, focussing on the 

estimate of the slip-weakening distance in the framework of a simple slip-weakening 

model (Fig. 4.1). They propose values for Dc of the order of 0.2 to 1 m, several orders
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of magnitude larger than the values observed in laboratory experim ents. This slip- 

weakening law might be appropriate for modeling a single earthquake (Okubo, 1989), 

but is inadequate to explain other aspects of earthquake behavior, such as the 

restrengthening of faults between earthquakes. Furthermore, the experiments performed 

by Okubo and Dieterich (1984, 1986) show that the defining param eters of the slip- 

weakening model, the peak stress 1f  and the residual stress if, are n o t material properties 

because they vary from place to place on an homogeneous rock sample.

Experimental results and observational evidence supported by numerical modeling 

of the earthquake cycle (Tse and Rice, 1986; Ben-Zion and Rice, 1997; Lapusta et al., 

1999) suggest that rate- and state- variable friction might be a sim ple unifying law for 

the entire cycle of the faulting process. However, open questions concerning the scaling 

of constitutive parameters from laboratory to the field greatly lim it the application o f 

such laboratory-derived constitutive laws to the rupture process of re:al faults.

Okubo and Dieterich (1984; 1986) designed experiments to observe dynamically 

propagating stick-slip events in the laboratory, and found that th e  rate- and state- 

dependent friction model could explain both quasi-static and dynamic fault slip 

behaviors. Their data also suggest that friction becomes velocity-independent at high 

speed so that the process resembles slip-weakening. Ohnaka, Kuwafiara and Yamamoto 

(1987), and Ohanaka and Kuwahara (1990) also observed a predomimant slip-weakening 

friction behavior during stick-slip laboratory experiments.

In this study we address the applicability of laboratory-derived rate- and state- 

variable friction laws to the dynamic rupture of the 1995 K obe  earthquake as 

represented by the kinematic rupture model obtained by Ide and Takeo (1997) from 

inversion of strong motion data. W e focus on the estimate of the critical slip, dc, and, 

although estimates of rate- and state-friction parameters are not well! constrained by our 

methodology, we compare them with those obtained from stress triggering studies. We 

also provide an estimate of fracture energy for this earthquake, from  which we derive a 

lower bound on the slip-weakening distance, Dc
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4.2 Rate- and State-Variable Friction

Rate- and state-variable friction constitutive relations were developed to explain 

laboratory observations of a variety of sliding phenomena under quasi-static conditions 

along simulated fault surfaces (Dieterich, 1978; 1979), and a simple explanation of them 

can be found in Scholz (1990, pp.79-83).

Several sim ilar formulations of rate- and state-variable friction have been 

employed. A first-order simplification of Dieterich’s original friction law is the 

following (Okubo and Dieterich, 1986):

where, v is slip-velocity, [J. is coefficient of friction, pi 0 is a reference value of friction, 

Bis the state variable, that, in the interpretation of Dieterich (1981), is the effective 

lifetime of population contacts. A, B, al and b, are empirically determined coefficients. A 

controls the direct effect, B controls the evolution effect, and a , and b , are cutoff 

parameters to the rate and state dependence, respectively.

Ruina (1983) proposed a simpler form for the variation o f the coefficient of 

friction, and suggested that the state variable can be identified with different physical 

properties, depending on the specific problem formulation and experimental conditions. 

IBs formulation is the following:

where v* and B ' are normalizing constants.

A simple form for the evolution of the state variable with fault offset is given by:

where dc is the critical slip distance. Our choice of equation (3) to describe the evolution 

of the state variable was motivated by its extensive use in the literature (e.g. Dieterich,

(4.1)

(4.2)

dB  _  i9v
dt dc ’

(4.3)

1981,1986; Okubo, 1989).
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For sliding at constant slip-rate v, the state evolution can be expressed as

dc A ^  dA __ (» o ~ u (t)
# 0 - — k

N (4.4)
v i  v ;  ^ dc j

where # 0_and u0 are the values of #  and fault displacement u at which constant velocity 

sliding at v is initiated. dc controls the length scale of the exponential decay.

In this study we will refer to equation 4.1 as the Dieterich equation or full model, 

and to equation 4.2 as the Dieterich-Ruina equation or simplified model. For the 

characteristic low slip-rates of quasi-static sliding experiments, it is straightforward to 

see that the Dieterich equation 4.1 is equivalent to the Ruina formulation (equation 4.2), 

and the mathematically simpler constitutive law, equation 4.2, is often used.

4.2.1 Laboratory Observations o f  Friction During Dynamic Slip

Okubo and Dieterich (1984; 1986) suggested that a rate- and state-variable friction 

constitutive formulation is also appropriate to model laboratory observations of 

generation and propagation of stick-slip frictional instabilities along simulated faults at 

high slip speeds. Their observations on 2m-square granite blocks include slip-velocities 

as high as 0.19 m/s, roughly three or four orders of magnitude larger than speeds used in 

quasi-static tests, and for jumps in velocity as much as six orders of magnitude larger 

than those that characterize quasi-static experiments. Under these conditions, equation

4.1 and equation 4.2 are not equivalent, and the cutoffs to both the rate and state 

dependencies (a, and b, in equation 4.1) become important. Thus, stick-slip data suggest 

that friction becomes velocity-independent at high speed so that the process resembles 

slip-weakening.

More recent laboratory observations of stick-slip by Tsutsumi and Shimamoto 

(1997) suggest that at high slip-speed and large displacement sliding frictional heating 

can occur resulting in an enhanced velocity-weakening behavior, and causing frictional 

properties to change with displacement.

Okubo (1989) points out that a simple slip-weakening model (Fig.4.1) and the 

frictional response observed after a positive velocity step describe a similar frictional 

behavior. Furthermore, the effect of high-speed cutoffs in equation 4.1 enhances this
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similarity. He points out, however, that both the peak frictional resistance and the 

residual frictional strength can depend on fault slip-rate in the state variable formulation, 

and that the state variable friction formulation includes no explicitly displacement- 

dependent effects. This difference reveals the similarities between the two friction 

models to be mainly phenomenological, and separates the physical interpretation of their 

respective defining constitutive parameters.

4.2.1.1 Critical Slip and Slip-Weakening Distance

In this study we will use dc to refer to the critical slip in the rate- and state-variable 

friction formulation, while Dc will be used to indicate the slip-weakening distance in the 

slip-weakening model (Fig.4.1). As we will point out later, these two slip parameters 

should not be confused.

The critical displacement dc in the rate and state-variable friction formulation 

represents the amount of slip required to renew a contact population consistent with the 

new sliding velocity. This critical slip parameter is one of the key factors controlling 

fault instability and the size of the earthquake nucleation zone (Rice and Ruina, 1983; 

Dieterich, 1986). In laboratory friction experiments dc has been found to increase with 

surface roughness (Okubo and Dieterich, 1984), and to be controlled by the thickness of 

the zone of localized shear strain for experiments in which simulated gouge is present 

(Marone and Kilgore, 1993). Typical dc values derived from lab measurements of 

friction are in the range of pm -mm.

Dieterich and Kilgore (1994; 1996b) have investigated the contact processes 

between roughened surfaces and have imaged the actual areas of contact for a wide 

variety of materials. Based on their observations, they interpret dc as the average size of 

contact population, and they found it to be directly related to the composite fracture 

surface topography, which is an observable property of the surface.

Scholz (1988) has addressed the problem of how dc scales from lab measurements 

to geological scales. He proposed to relate the critical slip displacement to the 

maximum contact spacing between two fractal surfaces under a normal load. Using 

some fault topographic data he roughly estimated dc to be in the range of 10'2 - 10*3 m at 

seismogenic depths. This estimate is consistent with the value of dc of about 1 cm that
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Tse and Rice (1986) used to simulate natural faulting phenomena using a rate- and state- 

dependent formulation.

In contrast, estimates of the slip-weakening distance D c for real earthquakes 

suggested that this slip parameter can taJke values of the order of several cm to about 1 m 

on natural faults (Papageorgiou and A k i, 1983; Ide andTakeo, 1997; Olsen et al., 1997; 

Shibazaki and Matsu’ura, 1998). Ide an d  Takeo (1997) and Olsen et al. (1997) have 

proposed values of Dc ranging between 0 .2  to 1 m for the 1995 Kobe earthquake and the 

1992 Landers earthquake, respectively. Their inferences are based on the assumption 

that a simple slip-weakening characterization describes the frictional behavior during 

dynamic rupture. As discussed in the introduction, however, simple slip-weakening 

might be an inadequate description of fau lt constitutive properties because is not able to 

represent the full range of phenomena represented by rate- and state-variable models and 

observed in laboratory experiments. Furthermore, these estimates of D c should not be 

confused with the constitutive param eter dc, in the rate- and state- variable friction 

formulation.

4.3 Frictional Parameters from  Strong Ground M otion Data

4.3.1 Overview o f  Ide and Takeo (1997) Results

In this study we apply our procedure to determine rate- and state-variable friction 

parameters during the dynamic rupture o f  the 1995 Kobe, Japan earthquake consistent 

with the dislocation model of Ide and Takeo (1997). These authors inverted strong 

motion data in a frequency range of 0.025 - 0.5Hz using an inversion method that used 

the ABIC criterion to determine the optim al smoothing. The rupture process is 

described through slip-rate functions g iven  at grid points at 1 km spacing over a single 

planar fault. . Figure 4.2 shows their inferred slip distribution over the fault plane, and 

the grids with thick borders indicate the location of the grid points used in their analysis.

Ide and Takeo (1997) estimated D c for the 1995 Kobe earthquake. They first 

calculated the spatio-temporal evolution of shear stress change from their dislocation 

model using a finite difference m ethod  with the slip distribution as a boundary 

condition. Then, by visually analyzing the stress-slip curves at 10 selected subfaults
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they determined that the rates of weakening in the shallow parts o f the fault are 

significantly smaller than those in the deeper parts.

Figure 4.3 shows a few examples of stress-slip curves representative of different 

rate of weakening for various depths. In this study we will refer to “fast-weakening” and 

“slow-weakening” subfaults to characterize such curves. The “slow-weakening” 

subfaults are those in which the stress drops over a large fraction of the total slip.

To investigate the limits of their analysis, Ide and Takeo (1997) performed a 

resolution test and concluded that their estimated values of Dc of about 0.5 m for deeper 

regions should be considered only an upper limit of Dc. On the other hand, they state that 

“ [...] it is plausible that the (constitutive) relations on the shallower part is well 

determined by our method. The slip-weakening rate may be small or the critical 

displacement Dc is large in the shallow crust”. They suggest that Dc might be 1 m or more 

in the shallow region.

4.3.2 Our Method

Our method is similar to the Ide and Takeo (1997) procedure and follows the 

approach of Okubo and Dieterich (1986) to model laboratory records of fault 

displacement and shear stress during stick-slip failures on a simulated fault within a rate- 

and state-variable friction formulation.

We first apply the method of Spudich et al. (1998) to duplicate the spatio-temporal 

evolution of shear stress change calculated by Ide and Takeo (1997). The time histories 

of slip-velocity and shear stress change provide the observational parameters to which 

we fit a rate- and state-variable friction law rewritten in terms of shear stress change for 

equation 4.1:

r  -  t °  =  (oju0 - T 0) -  Act +1j + B(jln(b{& -f1), ^ ‘5

or equation 4.2:

r  -  T° = (orfl0 — t °  ) + Acr/rc^-^j -f- B<y Z «^-^j,
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where, a  is normal stress and x0 is initial shear stress. The parameters that we attempt to 

determine are: (O ff — if), dc, Aa, Bo, a, and bt.

We select grid points mostly along the Nojima fault that correspond to the patches 

of largest slip, that we presume are better resolved from the strong ground motion 

modeling. The subfault locations selected for this study are highlighted in Figure 4.2.

4.3.3 Fitting Procedure

We first fit the full model to the stress change time series from a subset (14 

subfaults) of our selected observations (the 71 subfaults highlighted in Figure 4.2) to test 

whether the cutoff parameters a, and b, are resolvable and statistically significant. The 

fitting procedure described in this section is valid for both the full and the simplified 

models.

In equations 4.5 and 4.6 the slip-velocity, v, and the state, t?, are the predictors for 

the shear stress change, x. The slip-velocity history is provided by the dislocation model, 

and the shear stress history is calculated as discussed above. For each selected grid 

point, we then need to determine the state variable history. In the Dieterich 

interpretation of state parameter, the initial condition for this variable, , represents the 

time since the last episode of stick-slip has occurred on the Nojima fault. In this study 

we assume two extreme values, one of about 1 month, and one of about 1000 years, in 

order to test the sensitivity of our estimates to the state variable. Given the recurrence 

time for the Nojima fault, we believe that the second choice is the more appropriate for 

this analysis, and therefore we will show the results obtained assuming that initial 

condition. However, because we cannot account for quasi-static rupture nucleation, an 

initial state of 1000 years might be an overestimate for this parameter around the 

nucleation region. In general, a larger value of #0 mainly results in smaller fitted dc, and

larger B a, i.e. an enhanced evolution effect is needed in order to fit the stress histories. 

However, between the two extreme values of z?0 that we tested, the inferred parameters
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d,. and Bo- vary by at most a factor of 1.5. Having fixed the initial state condition, the 

state varies as a function of slip-velocity and of one of the unknown parameters, dc 

(equation 4.4). Instead of formulating an inverse problem in terms of the friction 

parameters A c, B<j , (a, and b,), and dc, (as proposed by Reinen and Weeks, 1993) we 

solve for A c, Bcr, a„ and for trial values of dc. We consider as possible solutions only 

those resulting in positive friction parameters. Although negative values of Bcr have 

been inferred to fit laboratory measurements of rock friction at hydrothermal conditions 

(Blanpied et al., 1995]) the friction model applied to fit such data substantially differs 

from the one adopted in this study and, as the authors discuss, the fit obtained was 

poorly constrained by their available measurements.

4.3.3.1 Grid search over dc

For each selected subfault we loop over trial values of dc from 0.002 to 0.65 m, 

each of which result in different state histories. For each trial value of dc and initial 

state 0O, we use equation 4.5 or equation 4.6 to fit the observed shear stress change 

histories by solving for the parameters A c, Be, a,, and b,.

We do not solve explicitly for the reference value of friction, fi0. The state history is 

calculated using equation (4.4), where the instantaneous values of slip-velocity are 

sequentially inserted into the equation and considered constant over each time step. We 

used a time step of 0.08 s.

The fitting to the full model is obtained through a Gauss-Newton method (non

linear least-squares), while for the simplified model a simple linear least-squares is 

applied for the estimation of the parameters A c  and B e. Regardless of the specific 

regression method applied, we follow the same procedure to select our best estimates of 

friction parameters.

For both cases, we calculate the sum of square residual (RSS) from each regression 

analysis corresponding to different trial values of dc. For each subfault, the preferred 

estimate of dc is the trial value that minimizes the residual sum of squares, and the best
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estimates of friction parameters are those obtained from the regression analysis carried 

with this particular value of dc.

Figure 4.4 shows an example o f this procedure for a subfault with a fast-weakening 

behavior on the Nojima fault at 15 km depth and about 15 km along strike assuming the 

Dieterich model (5). Panel (a) depicts the RSS for each trial value of dc, and the large dot 

corresponds to the minimum of RSS and the preferred value o f dc. The missing values 

for dc larger than about 0.015 m correspond to prohibited solutions that require at least 

one of the frictional parameters to be negative. This feature is common to several 

subfaults showing a relatively fast-weakening behavior.

The flat part of RSS curve corresponds to dc values that fit the data equally well, so 

the width of the flat part provides a range of critical slip distances consistent with Ide and 

Takeo’s stress curves. In this case the range of dc is 0.005 — 0.015 m. Panels (b) and (c) 

show plots of Aar and B a  as functions of dc and the large dots mark the best estimates of 

these parameters that correspond to the preferred value of dc. We do not show the 

variation of RSS with the cutoff parameters a, and b{ because of their large associated 

errors, as discussed later. Note that B a  and dc are positively correlated, as these 

parameters have competing effects in controlling the evolution effect.

Figure 4.5 shows the fitting results for this subfault. Panel (a) depicts the slip- 

velocity given by the Ide and Takeo (1997) model. The dots correspond to the 

instantaneous slip-velocity at each time step and are the values of velocity used to 

calculate the state evolution (equation 4.4) depicted in panel (b) using the minimum-RSS 

estimate of dc. Panel (c) and (d) show the shear stress change as a function of time and 

slip, respectively. The continuous lines are the stress functions calculated from the Ide 

and Takeo (1997) model and the dots correspond to the fitted values obtained using 

equation 4.5 and the best estimate o f frictional parameters. Note that we only fit the 

values of stress change that correspond to non-zero slip-velocity.

Figure 4.6 shows an example of fitting procedure for a slow-weakening subfault 

assuming the Dieterich- Ruina model (equation 4.6). Notice essentially the same features 

discussed for the fast-weakening example, but in this case dc values from about 0.03 m up 

to 0.65 m are consistent with the inferred stress history.
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4.3.4 Caveats and Reliability o f  Stress Curves

The simple formulations of rate- and state-dependent friction as given in equation

4.1 and 4.2 are themselves an idealized description of fault friction behavior, and are not 

able to describe and explain more complicated mechanisms that might be important or 

even dominant during dynamic slip on natural faults.

In this study we ignore phenomena such as variations of normal stress and/or fluid 

pressure variations coupled to slip, and chemical effects in faults, such as hydrothermal 

deposition. Moreover, the constitutive parameters themselves might be slip dependent 

and therefore could evolve together along with structural and physical changes of fault 

surfaces undergoing slip (Beeler et al., 1996; Tsutsumi and Shimamoto; 1997; Blanpied 

etal., 1998).

Given these limitations, in this study we merely aim to address the applicability of 

simple RSV friction laws to the dynamic rupture of a real earthquake, while keeping in 

mind that more appropriate constitutive relations might be required in the future.

The reliability of our calculated stress curves is negatively affected by:

1) The nonuniqueness of the slip model and its associated stress change model 

derived from ground motion data. Because stress change is related to the spatial 

derivative of slip (Andrews, 1980), the inability of ground motion inversions to resolve 

the short-wavelength variations of slip on faults means that the short-wavelength 

variations of stress are unresolvable. This is particularly true at the crack tip, where 

spatial and temporal variations of stress and slip-velocity are expected to be greatest.

2) The further loss of spatial and temporal resolution caused by the necessary 

discretization of continuous functions, slip and stress, onto a space-time grid.

3) The lack of data that can be used to infer the characteristics of quasistatic sliding 

before the onset of dynamic rupture.

The first type of nonuniqueness is probably the most serious because it affects the 

reliability of both the slip-velocity and the derived stress. For example, Guatteri and 

Spudich (2000) found two rupture models characterized by different yield stresses and 

rates of slip-weakening that produced essentially indistinguishable seismograms in the 

frequency band (0 - 1.6 Hz) typically modeled in strong ground motion inversions. 

Furthermore, using band-limited waveform data to infer a slip model typically involves
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a regularization in the form of a smoothing constraint. Thus, using such a constraint to 

derive the dynamic source description would bias both the slip-velocity and stress 

histories to be smooth, meaning that the peak values of both would likely be 

underestimated. However, it is important to mention here that the two models found by 

Guatteri and Spudich (2000) have very similar apparent fracture energy distributions 

over the fault plane. Factor 2) is also likely to yield an underestimated peak stress.

The lack of resolution of both quasistatic (pre-earthquake) and peak values of slip- 

velocity and shear stress limits our ability to infer the parameter controlling the direct 

velocity effect, A c t. If rate- and state-variable friction actually governs the Nojima fault, 

then when any point on the fault (outside the nucleation zone) makes the transition from 

quasi-static to dynamic slip, the slip-rate goes from about 1 0 '12 m/s to 1 m/s in 0 .1  s, and 

the stress might jump from 10 MPa to as much as 200 MPa in that same time interval. If 

we could resolve these values from inversion o f ground motion data, then we could 

obtain an accurate value of Act (and a,). However, at best Ide and Takeo’s inversion 

can only resolve a jump in slip-rate from about 0 .1  to 1.0  m/s, and their jump in stress 

almost certainly underestimates the true jump, so A c t  is essentially unresolvable. The 

stress behavior after the weakening process has occurred, i.e. when the state variable has 

reached a small steady state value, would provide useful information to constrain the 

direct effect; however, these small stress fluctuations are not well resolved with the 1995 

Kobe earthquake strong motion data.

The evolution effect is controlled by both Bcr and ri (through dc and slip-velocity, 

v), and in effect, yields a trade-off between Bcr and dc. Moreover, we consider only slip- 

velocity values in the range 0 .1-1 m/s which is a much smaller range that the 10 '8 to 10'2 

m/s observed by Okubo and Dieterich (1986). This limits our ability to resolve the cutoff 

parameter at.
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4.4 Results

4.4.1 Full Model versus Simplified Model

The results of Okubo and Dieterich (1986) suggest that equation 4.5 with cutoff 

parameters to rate and state dependence is appropriate for modeling both quasi-static and 

dynamic sliding observations. However, even though their laboratory observations of 

sliding velocity span a wide range of values, the cutoff parameters a{ and b, are still 

poorly constrained (see Table 1 in their paper).

In this study we consider only variations of slip-velocity resolvable using ground 

motion inversion (0 .1- 1.0  m/s), and therefore we cannot account for stress changes 

accompanying the large velocity jumps typical of the transition from quasi-static to 

dynamic slip. Our limited range of slip-rate observations greatly limits the resolution of 

the cutoff parameters. Furthermore, as equation 4.5 is nonlinear in a, and b ,, the 

estimate of these parameters and of their standard errors can be quite unstable.

We found that the full model and the simplified model yield very similar parameter 

estimates and fitting results. Moreover, we found that very large statistical errors are 

associated with the cutoff parameters at and b, so that these parameters are essentially 

unconstrained by our analysis. Following equation (4.5), we quantified the importance 

of these cutoff parameters by calculating two quantities, the ratio of a, to the largest 

value of slip velocity and the product of b, with the smallest value of # .  Because these 

quantities for most subfaults were much larger than 1, we concluded that our fits are not 

sensitive to the cutoffs of the rate and state dependencies.

Moreover, we determined that asymptotic parametric 95% confidence intervals for these 

quantities were nearly symmetric around the best estimate, spanning over five orders of 

magnitude. For a few cases we checked the reliability of the parametric-asymptotic error 

estimates through a bootstrap procedure which confirmed the large uncertainties 

associated with the cutoff parameters a[ and b t. Given the linearity and simplicity of the 

Dieterich-Ruina equation (4.6) we therefore adopt this as the model for the observed 

stress histories.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 4  — Inferring rate- and state-variable friction parameters from ground motion data 67

4.4.2 Critical Slip

Figure 4.7 summarizes our estimates of dc for the selected subfaults plotted as a 

function o f depth. The errorbar associated with each estimate of dc reflects the range of 

variation of dc over which the respective RSS function is nearly flat at its minimum. The 

minimum RSS values are systematically below 0.06 m, with a few larger values that we 

will discuss later.

The trend in Figure 4.7 suggests that shallow fault regions down to about 5-8 km 

are characterized by larger dc values than the deeper regions. However, this depth 

variation does not appear to be very significant and, as we will discuss later, because our 

estimates should be interpreted as upper bounds to the true dc, we cannot assume that the 

same trend would characterize the true dc variation.

We assign distinct symbols to differentiate the fast- versus the slow-weakening 

subfaults, and the tones of gray indicate the respective coefficient of determination, R2. 

R2 quantifies the proportion of variability of stress change, r, explained by regression on 

v and t? (Weisberg, 1985, p. 19).

From the example shown in Figures 4.4 and 4.5 we notice that dc values between 

0.005 to 0.015 m can model the observed stress history. However, if we estimated the 

slip-weakening distance by visually analyzing the stress versus slip curve (Fig. 4.5), we 

would infer a dc of about 0.15-0.25 m. This difference shows that these two critical 

displacements should not be interpreted as being the same constitutive parameter.

In the state-variable friction formulation dc is the decay constant in the state 

evolution equation 4.4. Following an increase in slip-rate, according to equation 4.4 the 

state evolves toward a new value characteristic of the new sliding velocity, resulting in a 

weakening process over dc. However, during dynamic rupture the variation of slip- 

velocity during the time in which the stress drops to its residual value is much more 

complex than in velocity stepping experiments. This slip-velocity variation extends the 

weakening process beyond the dc that governs the decay over each single velocity 

change. This process of continuing evolution in adjusting to varying slip velocity results 

in the long apparent slip-weakening distance Dc as inferred from the stress as a function 

of slip.
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Our inferred values of rate and state dc for fast-weakening subfaults are about 10- 

20 times smaller than the Dc derived by Ide and Takeo from the stress versus slip curves. 

Our estimates are still several orders of magnitude larger than the laboratory-derived 

values, yet they narrow the large gap between experimental values and previously 

inferred values for rupture dynamics.

Sleep (1997) rem arks on a similar difference betw een the two critical 

displacements in theoretical simulations of fault friction behavior assuming a unified 

rate- and state-dependent friction law. In his simulations he finds that the slip- 

weakening critical displacement Dc reaches values up to 50 times larger than the rate- 

and state critical slip.

4.4.1.1 Interpretation

How should we interpret our inferred values o f dcl  In order to answer this 

question we should consider the following factors:

1) The limited frequency band in the waveform data, and the smoothing constraints 

applied to the inversion procedure might bias the stress curves to be smooth (Guatteri 

and Spudich, 2000), causing the inferred rate of weakening to be slower than the true 

one. Hence, due to such bias, our estimates of dc are probably upper bounds on the true 

dc.

2) The numerical discretization imposes a limit in the maximum rate of weakening 

that we can resolve. For a more detailed explanation see the discussion in Andrews 

(1985).

3) The lack of a strong minimum in the RSS function for most subfaults suggests 

that larger values of dc than the minimum-RSS estimates are consistent with the 

observations. For the “fast-weakening” subfaults (Fig. 4.4 and 4.5) the range of 

consistent dc values is quite narrow, while for the “slow-weakening” subfaults (Figure 

4.6) this range might span an order of magnitude. The few large values in the dc 

estimates as shown in Figure 4.7 come from slow-weakening cases with a nearly flat 

RSS over a wide range o f dc values. Inspection of these cases reveals that causes of this 

unconstrained slope are either stress variations after most of the weakening has occurred 

or stress fluctuations during weakening.
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In many cases, however, as can be seen in Figure 4.7 from the height o f the 

errorbars, the width of the flat part of the RSS function is quite narrow. The difference 

between dc and Dc underscores the fact that most slow-weakening subfaults having long 

Dc are equally consistent with a very small rate and state dc as well as with large dc_

Given the above resolution considerations, we believe that our fitted values of dc 

provide a rough upper bound for this parameter. However, point 3) does not rule out the 

possibility that larger values of dc might be acceptable for the slow-weakening subfaults. 

For the purpose of interpreting these results in terms o f fault physical properties, we 

believe that it might be useful to consider the rate of weakening (slow- vs fast-weakening 

behavior in Figure 4.7) rather than the estimated dc value. As already pointed out by Ide 

and Takeo (1997), a slow-weakening behavior m ight indicate local fault material 

properties that promote stability. With this in mind, Figure 4.7 suggests that material 

properties vary on the fault both with depth and along the strike direction, reflecting the 

important role of both lateral and vertical heterogeneities in the frictional properties of 

the fault in controlling earthquake rupture (Boatwright and Cocco, 1996). However, our 

results support the conclusion of Ide and Takeo (1997) that slow-weakening behavior 

characterizes shallow parts of the fault more consistently than deep regions.

4.4.3 A a a n d B a

It is critical to recall that the nonuniqueness and poor resolving power of the ground 

motion inversion imply that we have no actual resolution of the values of Acr and Bo. Our 

estimates of Acr and B a  would be correct only if Ide and Takeo’s stress time series were 

perfectly resolved, which they are not. Nonetheless, we derive the minimum-RSS 

estimates of the friction parameters A <7 and B a  and compare them with other estimates 

inferred from independent stress triggering studies. The A a  consistent with Ide and 

Takeo’s solution range between 0.01 to 0.75 MPa, while the B a  consistent with Ide and 

Takeo’s solution take values between 0.01 to 0.3 MPa with a few estimates between 1 

and 3 MPa. The A a  values consistent with Ide and Takeo’s model are compatible with
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the values proposed by Toda et al. (1998), Harris and Simpson (1998) and Belardinelli et 

al. (1999).

Toda et al. (1998) have proposed a value for A a  = 0.035 M Pa based on changes in 

seismicity rate following the 1995 Kobe earthquake. Harris and Simpson (1998) have 

selected a range of values for A a  of 0.0012 — 0.6 MPa based on changes in the seismicity 

rate in the San Francisco Bay Area after the 1906 earthquake. Belardinelli et al. (1999) 

obtained values of A a  of 0.08 to 0.09 MPa from a study on fault interaction and 

earthquake triggering during the 1980 Irpinia earthquake. The distribution of these 

friction parameters with fault depth (not shown here) does not reveal any systematic and 

significant trend.

The trade-off between dc and B a  discussed above should also be considered here for a 

more complete interpretation of our results. This trade-off, together with the reliability 

issues discussed above, underscores the need for a parameter related to fault constitutive 

properties that does not suffer from such ambiguity.

4.4.4 Apparent Fracture Energy.

The state evolution causes a finite fracture energy, Gc, to be absorbed near the crack 

tip. The apparent fracture energy Gc is an important parameter in dynamic models and 

represents the energy per area required to initiate fully dynamic fault sliding and, in 

analogy with slip-weakening models (Ida, 1972; Palmer and Rice, 1973) can be 

estimated from the stress-slip curve as the area beneath the weakening part.

When the stress drop is fixed, the fracture energy controls the propagation of rupture 

along the fault, i.e. determines the rupture velocity (Andrews, 1976; Guatteri and 

Spudich, 2000). It follows that this parameter can be more stably estimated from ground 

motion data than the single friction parameters Aa, B a , and dc. Estimates of shear- 

fracture energy have been calculated for previous earthquakes (e.g. Ida, 1973; Husseini 

et al., 1975; Aki, 1979; Beroza and Spudich, 1988), yielding a range from 

1 0 2 - 1 0 8/ m ' 2 .

Figure 4.8a shows our estimated values of Gc for both the original stress curves from 

Ide and Takeo (1997) model, and for the fitted values of stress assuming the Dieterich-
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Ruina model. We emphasize that at each subfault, Gc is calculated using the respective 

value o f Dc, not the rate and state slip -weakening distance dc. The two calculations give 

very similar results, with a median value of Gc ~ 1.5 x  106 Jm '2. This value is consistent 

with previous estimates for other earthquakes. Beroza and Spudich [1988] estimated Gc 

for the 1984 Morgan Hill earthquake to be about 2 x  106 Jm~2, and Rice compiled a 

range of 0.3 — 5 x  106Jm~2 for average energy per area (personal communication).

Okubo and Dieterich (1984) estimated apparent fracture energy of stick-slip failures 

generated along simulated faults with different physical properties, such as normal stress 

and fault roughness. They point out that as the normal stress increases with depth, the 

apparent fracture energy should increase correspondingly, and that increasing fault 

roughness also increases Gc. Therefore, these two factors might have competing effects 

in controlling the variation of Gc.

From Figure 4.8b it appears that fault material and physical properties on the Nojima 

fault play a dominant role in determining the local apparent fracture energy Gc. For our 

limited set of subfaults, Gc values below the median are consistently associated with 

deep fault regions. This characteristic might be due to a combination of factors acting in 

the deep fault, such as lower stress drop associated with lower slip, shorter Dc possibly 

associated with lower fault roughness, and weaker fault rock. The previous observation 

is consistent with the idea that it is the combination of the friction parameters, rather 

than their individual values, that controls earthquake instability and the dynamics of 

rupture propagation.

4.1.1.1 Lower Bound fo r  Dc

From our proposed values of Gc we can determine a rough estimate of the lower 

bound for Dc on the Nojima fault. We can assume that the upper bound for the peak 

stress is given by the local rock strength, and that the stress drops to zero. All these 

assumptions will result in the lowest possible Dc consistent with our estimated Gc. 

Assuming a simple slip-weakening model, Dc can be determined using the following 

equation: Dc = 2 Gc/ t p . To evaluate this expression, we use our estimated median value

of Gc and an estimated upper bound for the value of rock strength zp at 10 km depth on
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the Nojima fault, calculated assuming a static coefficient of friction (is = 0.7 applicable 

to the intact host rock (granodiorite) [Lockner et al., 2000]. The estimated lower bound 

for Dc, Dl°w" , is then DlcOKer = 0.016m.

Moreover, for the sake of estimating the lowest possible lower bound of Dc, we 

assume that the stress does not drop until the fault slip has reached the slip-weakening 

distance Dc. Although this assumption is not consistent with any physical model of fault 

frictional behavior, it yields the lowest possible f)l°wer = 0.008m.

4.5 Conclusions

Previous estimates of the slip-weakening distance Dc, the slip distance over which 

the stress drops, suggested that this critical displacement can take values of the order of 

several cm to about 1 m on natural faults. These values are very large compared to 

laboratory estimates and have been interpreted to reflect topography and roughness 

typical of natural faults. However, Dc should not be confused with the critical slip, dc, in 

the rate and state-variable friction formulation. For the fast-weakening parts of the fault 

we estimate a critical slip distance dc of 0.01-0.05 m for the 1995 Kobe earthquake, 10- 

20 times smaller than Dc. Our estimates of dc are subject to several resolution problems, 

and might be considered as upper bounds to this constitutive parameter.

Our data set is not sufficient to discriminate between the Dieterich-Ruina model 

and the original Dieterich formulation with cutoff parameters to the rate and state 

dependencies (Okubo and Dieterich, 1986). We found that the value of Aer= 0.035 

MPa is consistent with both Ide and Takeo’s model of the Kobe dynamic rupture and 

independent quasi-static studies of seismicity. However, owing to resolution problems 

and nonuniqueness of the ground motion inversion, we have essentially no resolution of 

A a  and Ba.

The state evolution effect determines a finite fracture energy absorbed at the 

rupture front. This energy is an important parameter in rupture dynamics and can be 

more stably estimated from waveform data than the individual friction parameters. For 

the 1995 Kobe earthquake we found a median value of Gc = 1 .5 x l0 6 Jm'2, consistent
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with estimates for past earthquakes. A slight decrease of Gc below 8-10 km depth 

suggests that constitutive properties on the Nojima fault might favor seismic instability 

and rupture propagation below this depth. The estimated Gc for the Nojima fault and a 

plausible upper bound for the local rock strength provide us with a means to infer the 

lower bound for Dc of about 0.008 m.

The energy depth dependence contrasts with the lack of systematic depth variation 

of our estimated friction parameters. This suggests that lateral and vertical 

heterogeneities in the friction parameters may have competing effects in controlling 

rupture propagation, and that the single parameter Gc is more appropriate and reliable for 

describing the seismic source in terms of fault physical properties.

In the future the algorithm presented in this study (and that presented by Guatteri 

and Spudich, 2000) might be useful as part of an iterative sequence of forward 

simulations and waveform inversions, similar to that of Fukuyama and Mikumo (1993) 

or Ide and Takeo (1996), aimed at determination of constitutive parameters consistent 

with observed ground motions.
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Slip-W eakening Model

CO
CO
CD

CO
CD-C
CO

peak  s tre ss

initial s tre ss

sliding frictionfT

Dc (slip w eakening d istance) 

U, cum ulative  slip

Figure 4.1. Idealized slip-weakening friction model (Ida, 1972; Palmer and Rice; 1973).The 
represents the total shear stress as a function of cumulative slip.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 4 — Inferring rate- and state- variable friction parameters from ground motion data

Slip distribution (m) (Ide and Takeo, 1997) 
and selected subfaults

Nojima Fault

8

10 15 20 25 30 35
distance along strike (km)

Figure 4.2. Total slip distribution from Ide and Takeo (1997) model. Each subfault is 1km wide. The 
subfaults with thick borders are those selected by Me and Takeo (1997) for their analysis, while in this 
study we have used the subafults filled in gray.
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s tress  vs slip a t different depths

11 km

slow-w eakening
fast-w eakening

15 km

0.5 1 1.5
slip (m)

Figure 4.3. Examples of stress-slip curves representative of slow-weakening (black lines) and fast- 
weakening (gray lines) behavior. Next to each curve we report the depth of the respective subfault 
location.
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Fast-weakening subfault (15 km depth)
Full model 
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O 0 .0 1  0 . 0 2
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0 . 1 4

0.12
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(b)
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0 . 2 4
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0 . 1 8
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0 . 0 8

(C)

0.01 0.02 
dc (m)

Figure 4.4. Procedure to select the best estimates of dc and of friction parameters Acr and B a (a) Residual 
Sum of Squares (RSS) obtained for each trial value o f dc  The gray large dot corresponds to the minimum 
of RSS and selects the preferred value of dc. Friction parameters Acr(b) and f?cr(c) obtained for each trial 
value of dc. The large gray dots correspond to the preferred dc value and the best estimate of friction 
parameters.
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Figure 4.5. Fitting results assuming the Dieterich model (equation 4.5) for the same subfault as in Figure 
4.4. (a) Slip-rate function as given by the dislocation model of Ide and Takeo (1997). The gray dots 
correspond to the slip-rate values for each time step (0.08s). (b) State variable history calculated using 
equation (4.4), the slip-velocity history and the dc corresponding to the RSS minimum. Shear stress change 
as a function of time (c) and slip (d). The continuous line is the "observed" shear stress, and the dots are 
the fitted values obtained with the best estimates of friction parameters.
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Slow-weakening subfault (11 km depth) 
Simplified model (Dieterich-Ruina)
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Figure 4.6. Procedure to select the best estimates of dc and friction parameters dc and of friction 
parameters A ct and Scrfor a slow-weakening subfault, and the respective fitting results assuming the 
Dieterich-Ruina equation (6) (see captions o f Figures 4.4 and 4.5 for details).
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□ slow-weakening dc vs depth
o  fast-weakening

0.3 m-0.5

0.1 m
an

3 cm■75

1 cm

0.3 cm-2.5

10
Depth (km)

Figure 4.7. Estimates of d,. plotted as functions of depth. The squares show the d,. minimizing RSS for 
slow-weakening subfaults, while the circles are those for the fast-weakening subfaults. Light gray to black 
indicate poor to good fit to the observed stress (R2 < 70%, 70% < R2< 85%, 85% < R2, respectively, where 
R2is the coefficient of determination). The errorbars correspond to the range o f dc that span the flat part of 
RSS (see Figure 4.5).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 4 — Inferring rate- and state-variable friction parametersfrom ground motion data 8 1

P upper quartile
median 

' lower quartile

-1-  x 106

O
O

Apparent Fracture Energy (Gc) 
for the 1995 Kobe earthquake

9
8
7
6
5
4
3
2
1
0

Ide and Rate and state
Takeo model model

tli<n
CD

co
CO
©.c
CO

Dc slip (m)

(a)

Gc versus Depth
10

” ■ | l

CO
•oc 10

15

Depth (km)
(b)

Figure 4.8. (a) Boxplots of Gc calculated from the “observed” stress-slip functions based on Ide and Takeo 
[1997] model, and from the fitted values assuming the Dieterich-Ruina equation (6). The median values 
for both cases are about, (b) Depth distribution of Gc calculated assuming the Dietrich-Ruina model.
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Abstract

In this chapter I investigate the dynamics of rupture at low-stress level. I show 
that one main difference between the dynamics of high and low stress events is the 
amount of coseismic temporal rake rotation occurring at given points on the fault. 
Curved striations on exposed fault surfaces and earthquake dislocation models derived 
from ground motion inversion indicate that the slip direction can change with time at a 
point on the fault during dynamic rupture. I use a 3-D Boundary Integral method to 
model temporal rake variations during dynamic rupture propagation assuming a slip- 
weakening friction law and isotropic friction. The points at which the slip rotates most 
are characterized by an initial shear stress direction substantially deviating from the 
average stress direction over the fault plane. For a given value of stress drop the level of 
initial shear stress determines the amount of rotation in slip direction. I infer that seismic 
events that show evidence of temporal rake rotations are characterized by a low initial 
shear stress level with spatially variable direction on the fault (possibly due to changes in 
fault surface geometry) and an almost complete stress drop.

This study motivates a new interpretation o f curved and crosscutting striations 
and puts new constraints on their analysis. The initial rake is in general collinear with the 
initial stress at the hypocentral zone, supporting the assumptions made in stress tensor 
inversion from first motion analysis. At other points on the fault, especially away from 
the hypocenter, the initial slip rake may not be collinear with the initial shear stress, 
contradicting the usual assumption of structural geology. On the other hand, the later part 
of slip in our models is systematically more aligned with the average stress direction than 
the early slip.

This work supports the use of low-stress observable phenomena, such as cross
cutting fault striations and strong spatial variations o f slip direction, as a tool to infer the 
initial stress level (Spudich, 1992) before the earthquake initiated. In the Appendix I 
include results of such inference obtained from rake rotation data for the 1995 Kobe 
earthquake that indicate low absolute stress levels (less than 20 MPa) during faulting.
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5.1 Introduction

It is widely believed that seismic radiation in earthquakes does not depend on the 

absolute stress level (Aki and Richards, 1980, p. 56). Recently, however, it has been 

shown that absolute stress levels influence rupture dynamics (Spudich, 1992; Andrews, 

1994; Spudich et al., 1998), which in turn will affect seismic radiation. A common 

assumption made in dynamic modeling of spontaneous rupture was that earthquakes are 

high stress events (Das, 1981; Day, 1982). In particular, the initial shear stress, defined 

as the shear traction before the earthquake initiates, was usually set at a much higher 

value than the static stress drop. In this case the high initial stress levels are much larger 

than the time dependent stress perturbations (dynamic stresses) generated by the 

relatively low stress drop during rupture propagation and the slip direction is essentially 

parallel to the initial stress direction throughout the rupture. On the other hand, if  the 

initial stress is low, then dynamic stresses are relatively large and may cause the direction 

of slip to vary with time (Spudich, 1992; Spudich et al., 1998). More recently (Harris et 

al., 1991; Harris and Day, 1993), 2-D spontaneous rupture propagation has been 

simulated on "weak” fault models (Brune, 1969) with low initial stress levels; in these 2- 

D simulations, however, the slip was constrained to one direction.

Temporal rake rotations are, in principle, a powerful tool for estimating the initial 

stress level. Spudich (1992) showed that if  the rake rotates with time at a point on a fault 

during dynamic rupture, then it is possible to infer the absolute level of shear stress acting 

on that point before the earthquake initiated.

Geologic observations of fault striations show that temporal changes in slip 

direction at specific points on the fault at the earth’s surface occur during an earthquake, 

for example, the 1992 Landers earthquake (which we personally observed), the 1957 

Gobi-Altai earthquake (Florensov and Solonenko, 1965), the 1974 Izu-Hanto earthquake 

(Kakimi et al., 1977), and the 1969 Pariahuanca earthquakes (Philip, 1977). Curved and 

cross-cutting striations were also observed for the 1995 Kobe earthquake on exposures of
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the Nojima fau lt on Awaji Island (Otsuki et al, 1997). The dislocation models derived 

from ground m otion inversion for the 1995 Kobe earthquake are characterized by 

uniform rupture velocity, spatial slip heterogeneity and spatial and temporal rake 

rotations (Yoshida et al, 1996; Ide et al, 1996; Wald, 1996).

In this study we investigate the effect o f absolute stress on temporal rake rotations 

in 3-D models o f  spontaneous rupture propagation. We present five different dynamic 

rupture sim ulations loosely guided by the slip distribution of the Kobe earthquake as 

inferred by Yoshida et al. (1996). We try to determine the factors that could lead to the 

rake rotations observed in their model. O ur objective is not to model the Kobe 

earthquake specifically, but rather to show the separate influences of high or low initial 

stress, spatially uniform  or nonuniform initial stress direction, and spatially uniform or 

nonuniform frictional properties, i.e. strength, stress drop, and slip-weakening distance, 

on the dynamics o f rupture.

We find tha t temporal changes in slip direction are a sensitive indicator of the 

level of initial stress and that low initial shear stress, i.e. almost complete stress drop, 

with spatially nonuniform  direction of initial stress maximizes the amount of rake 

rotation. In a m ore general and simpler interpretation, we could refer to a high fractional 

stress drop as on.e o f the causes of temporal rake rotations rather than referring to two 

different parameters (initial stress and stress drop). However, given that high stress 

events (of the o rder of 100 MPa) are not likely to release the stress almost completely 

(the stress drop is usually estimated to be less than 10 MPa), in this study we will 

emphasize the importance of a low initial stress (of the order of 10 MPa) as one of the 

necessary (not sufficient) conditions for the occurrence of temporal rake rotations. In this 

way our results and  conclusions are physically more informative and can give some 

insight in understanding the importance of absolute stress levels on rupture dynamics and 

seismic radiation.
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Our modeling indicates that the interpretation o f curved and crosscutting striations 

requires the consideration of the dynamic stresses caused by rupture. We find that where 

the dynamic stresses are large, i.e. at points away from the hypocenter, the initial slip 

direction can be different from the initial shear stress direction. This implies that a 

common assumption in structural geology, that the direction of initial shear stress is 

collinear with the slip direction (e.g. Etchecopar et al., 1981; Angelier et al., 1982; 

Angelier, 1984), could be incorrect. The analysis of curved striations may yield 

important information on the faulting process. We find that rake rotations are diagnostic 

o f a heterogeneous initial stress direction. We also find that the average direction of 

initial stress is still consistent with the average rake and that, at a given point on the fault, 

the slip direction in the later stages of rupture is better aligned with the average initial 

stress direction over the fault plane.

In simple models with uniform slip weakening distance over the fault plane we 

also find that the distance over which the initial slip direction is maintained may provide 

an upper bound of the slip weakening distance. However, exceptions to this correlation 

exist. In fact, we show that for a model having a non uniform slip weakening distance and 

an initial stress direction strongly varying on the fault, at some points of the fault the slip 

direction may start rotating before the slip weakening distance is exceeded. We comment 

here that this specific analysis leads to conclusions based on qualitative considerations 

rather than on a quantitative procedure. In fact we only visually estimated the linear part 

o f slip, since we have not yet formulated a suitable mathematical approach to quantify 

this parameter.

An additional purpose of this Chapter is to show what the observed temporal rake 

rotations imply about the preseismic state of stress on the Nojima and Rokko fault 

systems during the 1995 Kobe earthquake. We calculated dynamic stress changes on the 

rupture fault surface from Yoshida et al. (1996) slip model and applied Spudich’s (1992) 

method to infer that the stress level on the Nojima fault immediately before the
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earthquake was low (7 to 17 MPa), with coseismic fractional stress drop being complete 

near to the surface and being about 32% at depth in the crust. We summarize the 

methodology and results in the Appendix.

We follow the formulation given by Das (1981), Andrews (1985), Das and 

Kostrov (1987) and Spudich (1992) for discretized models. In a homogeneous, isotropic, 

linearly elastic, unbounded medium a plane shear crack lies in the plane x 3 = 0  in a 

Cartesian coordinate system (x l,x2,x3) (see Das and Kostrov, 1987, Fig. 1). In the 

following x 0- is the location of grid points on the crack plane, r^is the time of k-th time 

step, is the a-component of displacement of the crack face at location ij and time tk, 

G°aij is the <2-component of initial shear stress across the crack plane, and r^jk is the a -  

component of the stress change (dynamic stress drop) at location ij and time tk caused 

by motions on the fault. The motion of the crack face at time tk is determined from 

stresses on the fault at previous times by:

where Fa, is the (2 -component of displacement at ijk caused by the /?-component of 

stress change at i  f  k' (Green's f  unction), Pk is the union of all grids at time k' lying 

within the cone of causality with vertex at ijk. Andrews (1985) calls the dynamic 

quantity expressed through equation 5.1 the "load", the contribution to slip caused at time 

step k  by stress changes at previous time steps. The load is partitioned into slip and stress 

change as:

5.2 Problem Statement

(5.1)
P= 1 k=0 C,fePi

(5.2)
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where At is the time step tk+l —tk and AtGa is the compliance of the medium (Andrews, 

1985). The total traction on the fault is the frictional traction

* *  = < £ + 1*- (5-3)

We define displacement- equivalent tractions

AtG0<p,

z °  •■= AtGoq°, (5.4)
T:=AtG or.

Then, equations 5. 2 and 5.3 become:

Hijk + ‘Lijk = Lijk (5.5)

and

®Uk = X 0ij + TiJk (5.6)

(Fig5.1a).

We assume isotropic friction; at any instant the slip velocity of a point on a fault 

is in the direction of the total traction. If the load is collinear with for all time steps, 

then all other vectors are collinear with S° for all time steps; if the load vector L is not 

collinear with , then displacements are rotated away from the initial stress direction 

(Fig. 5.1a). Equation 5.3 is fundamental for understanding the effect of a low initial 

stress on the amount of temporal rake rotation during dynamic rupture. At each point on
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the fault and at each time step, the stress change vector t  caused by motion on the fault is 

added to the initial shear stress vector <7° to give the frictional traction vector 0. The 

direction of slip velocity is collinear with the direction of the frictional traction (assuming 

isotropic friction); the dynamic stress change, when it is relatively large compared to the 

initial stress, can cause a total traction vector deviating from the initial stress direction. 

Figure 5.1b and Figure 5.1c show the geometric relation of equation 5.3 for a case of high 

and low initial stress, respectively. At a given point on the fault, a high initial shear stress 

leads to a total traction direction fairly constant with time (collinear with the initial stress) 

while, for a low initial stress case, the total traction direction is very sensitive to the 

dynamic stress change effect, and it can rotate with time.

We simulate dynamic rupture propagation using the 3-D boundary integral 

spontaneous rupture code (Quin and Das, 1989; Boatwright and Quin, 1986) modified to 

include a slip-weakening friction law (Fig. 5.2) (Ida, 1972; Day, 1982; Andrews, 1985) in 

which the independent variable is the cumulative slip Uk integrated along the slip path, in 

order to allow temporal rake rotation. The input model is specified by assigning at each
y q /

grid point the initial stress cr°, the strength parameter S = cr /(y °  _  <jf ' ‘he stress 

drop cr° — a f  and the slip-weakening distance Dc. From these we can obtain the
—.o  _ /

fractional stress drop -------— . We induced the nucleation by forcing the rupture at a

minimum rupture velocity equal to 0.75 the shear wave velocity in the focal region, until 

it goes spontaneously. The size of the focal region is estimated through the approximate 

derivation for the critical crack radius rc given by Day (1982, equation 10). The grid size 

is set to be 1.5 km in both strike (x i) and dip (X2) directions and one time step 

corresponds to 0.125 s. The minimum slip-weakening distance that can be resolved in a 

given model is determined by stability and uniqueness requirements. In order to check the
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validity of our conclusion and their dependence on the resolution, we have redone the 

calculations using a finer grid interval (0.75 km) and a shorter time step (0.0625 s). The 

results shown in this study for the coarser grid (1.5 km) are resolution-independent. In 

the corresponding fine-grid models the number of time steps and subfaults required to 

simulate the total duration of rupture over the fault plane is quadrupled. We show the 

coarse-grid models because the simulation of the total duration of rupture on the fault 

plane using the finer grid interval would include the effect of radiation coming from the 

edge of the grid. This is due to the limited size of the grid (64x64) in the original Quin 

and Das (1989) code.

Because rake can rotate with time, we must solve a set of vector equations to 

determine the slip increment at each time step consistent with our slip weakening law. At 

a point on the fault the incremental slip Auk+l = uk+l — uk relative to time step k  + 1  is 

determined by finding the intersection between the unloading curve

where R is defined as R:— + Lk+l — uk, and a straight segment of the piecewise-linear

slip-weakening curve

curve |dj>jfc+1| is a hyperbolic function of |Awi+1| when rake rotation is allowed. From 

equation 5.7 and equation 5.8 we obtain

(5.7)

(5.8)

where 3 ' is the intercept and 3' is the slope of the i-th segment. Note that the unloading
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|S|2 - 2R-AU,. ,  +|A«4+1|2 =[(?t +|Aal« |3 ,f  (5-9)

w here we define Gk:= 3 ' +Uk3 . I f  we d e fin e  Q:= ~ (3 y  + R), then 

R -A um  = R - 11 ([i? |q[) • These are the vector equations that must be solved to

determine the amount o f slip when rake can rotate. The amplitude of incremental slip 

is the smaller real solution of equation 5.9. We force the slip to stop when 

equation 5.9 does not have a real solution, or when the boundary condition of collinearity 

between total traction and slip velocity cannot be satisfied. For a  similar problem where 

rake is not constrained a priori, Archuleta and Day (1980) formulated a stopping criterion 

equivalent to the physical requirement that slip at a given point on the fault stops when 

the magnitude of the frictional force vector exceeds the magnitude of the sum of the force 

vectors due to the instantaneous stress and to inertia acting on that point. However, they 

did not include a slip-weakening friction law, so their formulation is substantially 

different from ours. Our healing criterion is somewhat ad hoc, but it does not affect the 

results of this study significantly. We approximated the free-surface reflection effects 

implementing the image source method of Quin (1990) with improvements. The ideal 

case for applying the image source method is a vertical strike-slip fault, in which most of 

the reflection waves are from SH radiation. We tested this approximation comparing our 

results with those of Archuleta and Frazier (1978, Fig. 6 ); our method simulates the free 

surface effects quite accurately in a vertical strike-slip fault setting.

5.3 Results

In this section we present the results obtained for five different dynamic rupture 

simulations on a fault plane 22.5 km long and 15 km wide; we simulate a free-surface 

oriented perpendicular to the fault plane at downdip distance of 3 km in Figure 5.3. For 

simplicity we assume a homogeneous medium. The rupture is stopped artificially by 

setting a high value of strength outside the fault plane. As we will show later, this
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artificial stopping does not affect substantially the rake rotation at points far from the 

boundary. The geometry and dimensions of the model is based loosely on the Kobe 

earthquake. Table 5.1 summarizes the input dynamic parameters and rake rotation results 

for each model.

5.3.1 Model 1

Figure 5.3 shows the dislocation solution for a spontaneous rupture model 

characterized by a low initial stress with a varying stress direction and spatially uniform 

frictional properties. The input dynamic parameters for the model in Figure 5.3 are initial 

shear stress = 7 MPa, stress drop = 5 MPa, strength parameter S = 0.7, slip-weakening 

distance = 0.37 m, fractional stress drop = 0.7 and rc =3 km. The direction of initial 

stress, shown by thick gray vectors in Figure 5.3, varies randomly on the fault plane with 

a correlation distance of about 6  km, similar to the variation of the initial slip direction 

for the 1995, Kobe earthquake (Yoshida et al, 1996; Ide et al, 1996; Wald, 1996). Note 

that spatial variations of rake rotations in our model (Figure 5.3) are less than those in 

dislocation models of the Kobe earthquake. The initial conditions of spatial 

heterogeneity of the initial shear stress direction and low initial shear stress amplitude 

lead to dynamic stresses that cause substantial temporal rake rotations at given points of 

the fault.

We can examine the physical cause of rake rotation using subfault 100 (at 14.25 

km along strike direction and at 12 km depth) as an example. In Figure 5.4 we show; (a) 

the total traction amplitude versus the cumulative slip, (b) the total traction as a function 

of time, (c) the slip path and (d) the load path. We indicate the time step when the slip 

deviates from the initial direction of stress (time step 29); in each panel of Figure 5.4 the 

star indicates the respective quantity at time step 29. At this time, in this subfault the 

load vector L is no longer collinear with a°  (Fig. 5.4d); L has a relatively large 

component perpendicular to the initial direction of stress. This perpendicular component
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TABLE 5.1 - Input Dynamic Parameters and Rake Rotation Results

Model 1 (Fig. 
5.3)

Model 2 (Fig. 
5.6)

Model 3 (Fig. 
5.7)

Model 4  (Fig. 
5.8)

Model 5 (Fig. 
5.9)

a° 1 MPa 7 MPa 7 MPa 1 MPa 60 MPa

Initial stress 
direction

Spatially 
variable; 
correlation 
distance -  6km

Highly
spatially
variable;
correlation
distance ~ 3
km

Uniform Uniform Spatially 
variable; 
correlation 
distance -  6km

b10b U n iform  5 
MPa

U niform  5 
MPa

U niform  5 
MPa

U n iform  5 
MPa

U niform  5 
MPa

o _  <*y -<y° 
cr° - < j f

Uniform 0.7 
MPa

Uniform 0.7  
MPa

Uniform 0.7 
MPa

Variable (Fig. 
5.8a)

Uniform 0.7 
MPa

Dc Uniform 0.37 
m

Uniform 0.37 
m

Uniform 0.37 
m

Uniform 0.37 
m

Uniform 0.37 
m

Rake
rotations?

Temporal and 
spatial rake 
variations

Substantial 
temporal and 
spatial rake 
variations

Temporal rake 
rotations at a 
few subfaults; 
no spatial rake 
variations

Temporal rake 
rotations at a 
few subfaults; 
no spatial rake 
variations

No temporal 
rake rotations; 
spatial rake 
variations

drives the deviation of slip from the initial stress direction. Waves radiated from other 

parts of the fault cause the variation in the load direction. From  equation 5.2 we can 

determine what subfaults in the cone of causality with vertex at subfault 100  and time 

step 29 have radiated the waves that consistently perturb the initial direction of the load 

vector at subfault 100. In equation 5.2 we choose ijk relative to subfault 100 and time 

step 29; we have previously calculated the traction changes for each subfault

(? ,; ')  and time step k' and we know the Green's functions Fa^ ( i  — i ' , j  — j ' , k - k ' ) ,  so 

we can calculate the contribution of each point (i ' , j ' , k ') to the component of the load 

vector perpendicular to the initial direction of stress at (i , j , k ). We determined which 

subfaults (i', j') contributed most to the change in load between time steps 28 and 29. 

These subfaults are shown in Figure 5.5 in bold characters. They contributed P and S
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waves from the rupture front. Most of these subfaults lay along P and S isochrones 

(relative to time step 29) formed by summing rupture time and P or S travel time to 

subfault 100 (Fig. 5.5). The stress perturbations traveling from these points are large 

since they represent the stress changes associated with the initial stress release. Note that 

the fault boundaries do not contribute much to rake rotation, as well as stress waves 

radiated at the stopping of slip at interior points of the fault. The direction of the initial 

stress at these subfaults affects the polarization of waves that perturb the total stress 

direction at subfault 100 at time step 29. Because the average initial stress direction of 

subfaults along these and later isochrones is more strike-slip than the initial stress 

direction of subfault 100, the rake at subfault 100 rotates toward strike-slip. Spatial 

variability in the initial stress direction makes the load direction vary in time at interior 

points of the fault. The dynamic stresses are not parallel to the initial stress, and since 

their amplitude is comparable with the initial stress level, the total traction can deviate 

consistently from the initial stress direction (Fig. 5.1c).

It is important to notice that the amount of rotation with time is influenced by 

directivity; the directivity effect causes evident rake rotations in the part of the fault 

where the rupture has propagated farthest (on the right side of the hypocenter). In 

dynamic modeling when there is rupture towards a point, the load jump is abrupt and this 

constitutes directivity. The rotation direction is strongly influenced by the average initial 

stress orientation in the ruptured part of the fault, which is right-lateral. At the points that 

show substantial temporal rake rotations, the slip direction rotates toward this average 

direction of initial stress. Moreover, since in dynamic rupture propagation the dynamic 

stress grows with the rupture area, for points that rupture late the load is large when slip 

initiates and the initial slip can deviate from the initial stress.
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5.3.2 Model 2

Since the spatial variation o f the initial stress direction plays an important role in 

causing temporal rake rotations during dynamic rupture, we investigated its effects 

further by modeling a spontaneous rupture at low stress with an initial shear stress 

direction varying randomly over a distance of about 3 km (highly varying initial stress 

direction) and uniform frictional properties. In Figure 5.6 we show the dislocation result 

and the initial shear stress distribution for this model. The input dynamic parameters are 

the same before, stress drop = 5 MPa, initial shear stress = 7 MPa, strength parameter = 

0.7, slip-weakening distance = 0.37 m, fractional stress drop = 0.7 and rc = 3 km.

The dislocation solution confirms the important role played by heterogeneous 

stress, in particular the spatial gradient of the initial stress direction, in determining where 

and when the rake rotations occur. The slip direction rotates with time at more subfaults 

and this happens earlier compared to the solution of model in Figure 5. 3. The initial 

motion is not collinear with the initial stress direction at subfaults having an initial stress 

direction different from that at neighboring subfaults. The deviation between the initial 

slip direction and the initial stress direction is more evident at points away from the 

hypocenter, where the dynamic loads are larger.

5.3.3 Model 3

We also modeled a spontaneous rupture at low initial shear stress with uniform 

stress direction and frictional properties to evaluate the degree of temporal rake rotation 

that can occur during dynamic rupture in a completely homogeneous model with low 

stress. Figure 5.7 shows the dislocation and initial shear stress vector at each subfault for 

this model, which has the following input properties: initial stress = 7 MPa, stress drop = 

5 MPa, strength parameter = 0.7, slip-weakening distance = 0.37 m, fractional stress drop 

= 0.7 and rc = 3 km. We notice that rake rotates with time at a few subfaults, especially 

close to the fault boundaries, due to the stopping of the rupture. In general, we observe
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that the uniformity of slip direction is controlled by the uniform direction of in itia l stress. 

Even though the dynamic stress changes are comparable to the initial st*ress, the 

homogeneity in the initial stress direction does not introduce strong tem poral and/or 

spatial heterogeneity in the direction of the load vector. Thus, we conclude thsat a low 

value of initial stress by itself is not sufficient to cause substantial temporal rake ^rotations 

in the slip solution (Fig. 5.7).

5.3.4 Model 4

We also introduced heterogeneity in the distribution of strength (Fig. 5 .8 .a) into a 

low stress, uniform initial stress direction model. This did not lead to any substantial 

increase in the amount of temporal rake rotations. Isolated patches of high values of 

strength cause strong variations in rupture velocity and some additional rotation in the 

slip direction (Fig. 5.8b), but much less than those caused by spatial nonuniformisty in the 

initial stress direction (Fig. 5.3).

5.3.5 Model 5

The final model (Fig. 5.9) represents a high stress event with non uniform  spatial 

distribution of initial stress direction and uniform frictional properties (initial stress = 60 

MPa; stress drop = 5 MPa; strength parameter = 0.7 and slip-weakening distance = 0.37 

m). The lack of rake rotation in this model demonstrates that marked temposral rake 

rotation is a low stress phenomenon. In this example, the heterogeneity in th e  initial 

stress direction is not sufficient to cause substantial temporal rotation of slip direction 

because the dynamic stresses are too small compared to the initial stress level, -and the 

initial direction of stress controls the direction of motion at each point of the faulit and at 

each time step (Fig. 5.1b).
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5.4 Discussion

We conclude from our modeling that two factors are necessary and sufficient to 

cause temporal rake rotations: a low initial stress level that can lead to an almost 

complete stress drop, and spatial variations in the direction of initial stress. A few 

previous studies have touched on the influence of the initial stress level on rake rotations. 

Das (1981) and Day (1982) recognized the relation between absolute stress levels and 

rotation of rake. Their analysis, though, was for high stress levels (fractional stress drop 

of 0.1 and 0.2, respectively) which minimize the amount of rotations. Mixed-mode 

dynamic simulations of Andrews (1994) indicated that the azimuth of the slip velocity 

vector varies between the onset of slip and the arrival of the Rayleigh front for trans- 

Rayleigh rupture speeds. He also showed that the amount of rake rotation depends on the 

value of the initial stress.

The two factors that lead to rake rotation may be linked. That is, heterogeneous 

initial stress direction on a fault plane might be expected for low stress events. Low 

initial shear stress could result from nearly fault normal compression. In this case small 

variations of fault orientation can lead to large variations in the direction of initial stress. 

This particular initial condition might be the main cause for spatial rake variations 

observed for example in the 1989 Loma Prieta earthquake (Beroza, 1991; Wald et al., 

1991; Amadottir and Segall, 1994; Guatteri and Cocco, 1996; Kilb et al., 1997) and the 

1995 Kobe earthquake. There is independent evidence for fault normal compression 

following the Loma Prieta mainshock in the heterogeneity of the aftershock focal 

mechanisms (Beroza and Zoback, 1993; Zoback and Beroza, 1993). Following the 

approach of Amadottir and Segall (1994, equation 8 through 12 ), we can quantify the 

change in the fault dip angle that would result in a change of about 30° in the initial shear 

stress direction on the fault plane (the maximum variation assumed for the heterogeneous 

models in Figure 5.3 and Figure 5.6 is 40°). Working with the geometric parameters for
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the Kobe earthquake (strike-slip environment and dip angle of 85°) and assuming a 

uniform stress tensor, we can obtain a change in the rake of initial shear stress from 140° 

to 170° if the fault dip angle varies about 4° (dip =~ 89°).

In our modeling results there is a tendency for the length of the straight part of 

slip to be equal to or larger than the slip-weakening distance (in the limit of our numerical 

resolution). Thus, field observations of the length of the initial straight part of striations 

could help constrain a critical parameter of the friction law, the slip-weakening distance. 

In fact, after the stress has dropped to the sliding friction (almost complete stress drop in 

our models), i.e. when the slip-weakening distance is exceeded, the slip direction is 

controlled completely by the dynamic stress changes and becomes very vulnerable to the 

driving force perpendicular to the direction of initial stress. To further investigate this 

result with better resolution, we modeled part of the rupture using a finer grid (0.75 km). 

Assuming a uniform slip-weakening distance on the fault plane (we modeled the rupture 

with slip-weakening distance ranging from about 0.25 to 0.8 m), we still obtain a good 

correlation between upper bound of the slip-weakening distance and initial linear slip 

length. We introduced a non uniform slip-weakening distance in a model with low 

initial stress and initial stress direction strongly varying over the fault plane (Fig. 5.10). 

We do not know if it is reasonable for the slip weakening distance to vary at this scale at 

the same depth (although Ide and Takeo, 1997 found that the slip weakening distance 

varies with depth from values of about 1 m  in the shallow fault zone to about 0.5 m or 

less at depth). We present these results in order to investigate the general effects of a non 

uniform distribution of slip weakening distance on the length of the straight part of slip. 

In this case the general correlation observed still holds, but there are a few cases where 

the slip-weakening distance is larger than the initial linear slip length (Fig. 5.10). This 

happens at subfaults with long slip-weakening distance away from the hypocenter where 

the initial stress direction is very different from that at neighboring subfaults. In this 

situation the loads are large, and strong heterogeneity in the initial stress direction
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distribution can cause temporal rake rotations at stress levels larger than the sliding 

friction. Moreover, regions having a long slip-weakening distance tend to rupture late, 

increasing the likelihood that perturbing waves will arrive before slip-weakening is 

completed. Qualitatively, this means that the amount of fractional stress drop necessary 

to observe substantial temporal rake rotations depends on the degree of spatial variability 

of initial shear stress direction and slip-weakening distance.

As already discussed, other important factors determine the length of the straight 

slip part. We have seen in the previous section, that the slip direction at a given subfault 

starts rotating when stress waves arrive from other subfaults that yield a component of 

load perpendicular to the initial direction of stress. If  the direction of initial stress is 

fairly uniform over a relatively large zone, the perturbing stress waves arrive later 

compared to a case in which the direction of initial stress is very heterogeneous within a 

small zone. For the same reason, the rupture velocity (controlled mainly by the strength 

parameter) can influence the length of the straight slip part; for a given spatial 

distribution of initial stress, fast rupture shortens the straight slip part. At points having 

an initial stress direction that deviates significantly from the overall initial stress 

direction, the initial slip rake differs from both the local and the overall initial stress 

directions, and the slip rake tends to lie between the two directions. We found that a high 

rupture velocity can enhance the occurrence of the same phenomenon. Thus, the 

common assumption adopted in stress tensor inversions from analysis of striations, that 

the initial direction of slip is collinear with the direction of initial stress, should be 

carefully applied for cases of low stress events (if evident) and large variations in fault 

geometry. In estimating the average direction of initial shear stress from the analysis of 

curved striations, more weight should be given to the late part of slip direction; as 

discussed for model in Figure 5.3, at points where substantial temporal rake rotations 

occur, the slip rotates to align with the average direction of the initial stress in the 

ruptured part of the fault.
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A more complete analysis of temporal rake rotations at shallow depths (as for 

curved striations observed at the earth’s surface) should also consider the free surface 

reflection effects. Since we only used an approximation of these effects in our modeling, 

we cannot exactly quantify and completely analyze these effects. Nevertheless, we expect 

that the closer the top of the fault plane is to the free surface, the bigger the rake rotation 

is in the shallow fault zone.

A more detailed analysis of the effect of fault geometry changes on the dynamics 

o f rupture should include the resulting variations in normal stress and the spatial 

heterogeneity not only in the initial shear stress direction distribution, but also correlated 

variations in the initial shear stress am plitude distribution. These additional 

heterogeneity would lead to spatial variation of stress drop and strength parameter, 

resulting in complex dynamic rupture (Day, 1982). In general we can conclude that the 

dynamics of low stress events are more sensitive to fault plane geometry variations than 

high stress events.
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traction
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frictional traction

load L
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Figure 5.1: (a) Relation between displacement-equivalent friction , displacement-equivalent initial 
stress E”, displacement-equivalent dynamic traction change T, displacement u and load L at grid point 
ij and time tk- e, and e. are orthogonal directions in the plane of the fault (strike and dip directions, 
respectively) (from Spudich, 1992). (b) and (c): Relation between 0 , a°  and t  for a high initial stress case 
(b) and a low initial stress case (c).
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yield stress 

initial stress 

sliding friction

 I__________________________

D c (slip weakening distance) 

U, cum ulative slip

Figure 5.2: Slip-weakening friction law (Ida, 1972; Day, 1982; Andrews, 1985). The curve represents the 
total shear stress as a function of cumulative slip.
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DISLOCATION AT LOW, SPATIALLY VARYING INITIAL STRESS 
AND UNIFORM FRICTIONAL PROPERTIES

oIfi

100
co

5 2510 15 20
distance along strike, km

Figure 53: Model 1. Dislocation at low initial stress with spatial nonunifonn stress direction and spatially 
uniform frictional properties. At each subfault the thick line represents the initial shear stress vector and 
the dotted line is the slip path. Incremental slip at each time step (0.125 s) is the segment between two 
subsequent dots. The hypocenter is at subfault 110 (6.75 km along strike and at 13.5 km depth) indicated by 
a star. The input parameters are the following: stress drop = 5 MPa, initial stress = 7 MPa, strength 
parameter = 0.7, slip-weakening distance = 0.37 m. Subfault 100 is indicated because it is analysed in fig.4.
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o  0.5
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0.5 1 1.5

strike component of slip (m) (d)

0.5 1 1.5 2

strike component of load (m)

Figure 5.4: Example case: subfault 100 (at 14.25 km along strike direction and at 12 km depth). Asterisk 
indicates time step 29 (3.625 s), when the slip direction starts deviating from the initial rake, (a) Total shear 
traction as a function of cumulative slip. Rake rotates after the stress has already dropped to the sliding 
friction level, (b) Total shear stress as a function o f time. Slip stops because o f the healing criterion inserted 
in the dynamic calculation, (c) Slip path. Each dot indicates the incremental slip at each 0.125 s time step, 
(d) Load path. At time step 29 the load starts having a component perpendicular to the initial stress 
direction (thick straight line).
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-I________________________ 1________________________ 1________________________ 1________________________ !_

5 10 15 20 25
distance along strike, km

Figure 5.5: The subfaults contributing to the rotation of slip direction at subfault 100 at time step 29 are 
shown in bold characters. The thick and thin grey elliptical lines represent the P and S wave isochrones, 
respectively, relative to time step 29 and subfault 100. The subfaults that most contribute to rake rotation at 
subfault 100 lie on these two isochrones. At each subfault on the fault plane is shown the initial shear stress 
vector (thick line). The hypocenter is indicated by a star at subfault 110.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 5  — The effect o f  absolute stress on rupture dynamics . 106

DISLOCATION AT LOW, HIGHLY SPATIALLY VARYING INITIAL STRESS 
AND UNIFORM FRICTIONAL PROPERTIES

EJC Q_Q.
TJ
C5oTJ 
ffl 1 Ocffl

t i5
T 3

CM

1

5 10 15 20 25
distance along strike, km

Figure 5.6: Model 2. Dislocation at low initial stress with a highly spatially heterogeneous direction and 
uniform frictional properties. See fig. 3 for a general explanation. Stress drop = 5 MPa, initial stress = 7 
MPa, strength parameter = 0.7, slip-weakening distance = 0.37 m. Note greater rake rotations than fig. 3 
and different scale.
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DISLOCATION AT LOW, UNIFORM INITIAL STRESS AND 
UNIFORM FRICTIONAL PROPERTIES

Q.

Q-
T3 in

10
CD

15

5 10 2015 25
distance along strike, km

Figure 5.7: Model 3. Dislocation at low, spatially homogeneous initial shear stress and frictional 
properties. Stress drop = 5 MPa, initial stress = 7 MPa, strength parameter = 0.7, slip-weakening distance = 
0.37 m. (See fig. 3 for more explanations). Slight rake rotations are caused by stopping phases from high 
strength barriers at the model periphery.
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DISLOCATION AT LOW, UNIFORM INITIAL STRESS AND 
HETEROGENEOUS STRENGTH PARAMETER

Q.

o  10

5 10
d i s t a n c e  a l o n g  s t r i k e ,  k m

15 2520
s t r i k e ,

Figure 5.8: Model 4. Model with heterogeneous strength distribution and low, spatially homogeneous 
initial stress, (a) strength parameter distribution on the fault plane. The other input parameters are: stress 
drop = 5 MPa, initial stress = 7 MPa, slip-weakening distance = 0.37 m. (b) dislocation results for this 
model. Notice that some rake rotation occurs at a few subfault where the rupture decelerates because of the 
high strength value.
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DISLOCATION AT HIGH, SPATIALLY VARYING INITIAL STRESS 
AND UNIFORM FRICTIONAL PROPERTIES

_i___________________________ i____________________________ i____________________________i___________________________ l_

5 10 15 20 25
distance along strike, km

Figure 5.9: Model 5. Dislocation at high initial stress with spatially varying direction and uniform 
frictional properties. The input parameters are: stress drop = 5 MPa, initial stress = 60 MPa, strength 
parameter = 0.7, slip-weakening distance = 0.37 m. The initial stress direction distribution is the same as 
that in model shown in fig. 3. The heterogeneity in the initial stress direction is not sufficient to cause 
substantial rake rotations if the initial stress level is high.
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DISLOCATION AT LOW, SPATIALLY VARYING INITIAL STRESS 

AND VARIABLE SLIP-WEAKENING DISTANCE

E
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20

Figure 5.10: Comparison of slip-weakening distance with length of initial linear slip. Dislocation at low 
initial stress with a highly spatially heterogeneous direction, uniform stress drop and strength parameter, 
and variable slip-weakening distance. Stress drop = 5 MPa, initial stress = 7 MPa, strength parameter = 0.7. 
At each subfault the thick gray vector represents the slip-weakening distance in the initial stress direction. 
The grid interval used for this calculation is 0.75 km (time step = 0.0625 s); the figure shows subfaults 
spaced by 1.5 km for clarity.
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5.5 Appendix

Use of O bserved Temporal Rake R otations to Infer Tectonic Shear 

Stress During th e  1995 Hyogo-ken Nanbu (Kobe) Earthquake

We applied th e  method introduced by Spudich (1992) to the Hyogo-ken Nanbu 

rake data and inferred that the stress level on the Nojima fault before the earthquake was 

low (7 to 17 MPa). T he coseismic fractional stress drop was of 32% at depth in the crust 

and complete near to  the surface. These numbers are roughly consistent with the post

earthquake stresses measured by Ikeda et al. (1997) in a borehole near the Nojima fault at 

Hirabayashi and by Tsukahara et al. (1997) in a borehole near Ogura (Fig. 3.A1). In this 

Appendix we summarize the observational data and the results, and we defer the details 

of the method of analysis and a thorough Discussion section to Spudich et al. (1998).

5.3.1 Observational Evidence for Rake Rotations During the Kobe Earthquake

5.5.1.1 Striations

Otsuki et al. (1997) observed striations engraved during the earthquake onto the uplifted 

fault surface of the Nojima fault. Figure 5.A1 shows the 10 locations o f the observed 

striations. At locatio*n 2 and 7 he observed sufficient lengths of striations to reconstruct 

the slip paths that w e  could use to infer initial stresses (Fig. 5.A2). The striations were 

inscribed in a film o-f unconsolidated fault clay several millimeters thick produced by 

shear during the earthquake. The fragility of the clay in which the striations were 

inscribed guarantees that the complicated set of striations was formed in the Kobe 

earthquake. The striations observed at the other locations were inadequate to allow 

inference of stress level, nevertheless, combined with the final offset data of Awata et al. 

(1996), imply temporal rake rotations.
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5.5.1.2 Dislocation Models

Dislocation models derived by Ide et al. (1996) Ide and Takeo (1997), Wald

(1996), and Yoshida et al. (1996) from geodetic data and from local and teleseismic 

ground-motion data show evidence of rake rotations during the earthquake. Figure 5.A3 

shows dislocation at successive time steps in an interpolated version of the Yoshida slip 

model. (We interpolated Yoshida’s original model with 4 x 4  km subfaults onto a denser 

grid with 1.5 x 1.5 subfaults in order to calculate the associated stress changes). Subfault 

145 and its neighbors show a substantial temporal rake rotation in Figure 3. A3 a, with the 

NW side of the fault initially moving at high velocity right laterally and downward, and 

subsequently moving more slowly right laterally and upward. The rotations at these 

subfaults occur at local maxima of slip on the Nojima fault, and therefore we will 

concentrate on determining the initial stress for these locations. The Rokko fault system 

(Fig. 3.A3b) shows substantial rake rotations only at subfault 201, which has relatively 

little slip and might not be well resolved by the strong-motion data. We note that the 

1995 Kobe earthquake shows strong spatial rake rotations, with the final slip direction 

varying by as much of 80° from the Nojima to the Rokko faults, similar to the 1989 

Loma Prieta earthquake (Beroza, 1991; Wald et al., 1991; Guatteri and Cocco, 1996).

Among the three dislocation models, the surface slips in Yoshida slip model are 

the most consistent with the observed slips and striation curvatures observed on Awaji 

Island. Moreover, we found that Yoshida’s model is the most consistent with certain 

dynamic relations between slip velocity and stress change. Finally, only Yoshida’s model 

and Ide’s model agree on the direction of curvature of slip paths for subfault 145 and 201, 

for which we derive initial stress. For these reasons in this study we concentrate on the 

Yoshida slip model.
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We are aware that the temporal rake rotations in Yoshida’s model might not be 

well resolved. Because the region on the Nojima fault corresponding to subfault 145 and 

its neighbors has a lot of slip, the rotations there are more likely to be real than the 

rotations around subfault 201 on the Rokko fault. On the other hand, there are few 

strong-motion stations near the Nojima fault to constrain the dislocation solution there. 

Consequently, we guess that Yoshida’s rake rotations on the Nojima fault and Rokko 

fault tare correct with 70% and 50% probability, respectively.

5.5.2 Method o f  Analysis

Spudich (1992) developed a geometric method to infer initial stress from a 

dislocation model of an earthquake. In order to apply this method it is necessary to know 

the slip velocity and stress change time histories at the points on the fault. For this study, 

we reformulated it as a Bayesian calculation of the probability density function (PDF) of 

initial stress. We defer to Spudich et al. (1998) for a detailed description of this method 

of analysis.

5.3.1.1 Calculation o f  Stress Changes

Although we infer the initial stress from Yoshida’s dislocation model, we also 

calculated the stress changes for the Kobe dislocation models of Ide and Wald. These 

calculations allowed us to examine the differences of the slip velocities and stress 

changes between the three authors’ models to estimate these parameters’ PDF needed in 

the Bayesian formulation. We derived stress changes from dislocation models using the 

inversion method described in Chapter 2 by imposing the slip history (constraint K3) 

from the dislocation model as constraint.

Each dislocation model was specified on rather large subfaults (2.5 km to 5 km in 

linear extent, depending on author), so we interpolated each model onto a grid having
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subfaults approximately 1.5 km in length and depth (Fig. 3.A3). The slip time function in 

the interpolated subfaults was kept the same as that in the larger subfault of each author, 

and the rupture time was lagged between interpolated subfaults in order to simulate 

rupture propagation within the authors' original subfaults. In addition, we adjusted slip 

amplitude by bilinear interpolation to reduce slip discontinuities at the edges of the 

original subfaults. Moment was preserved in this amplitude adjustment. From each 

interpolated model we calculated dynamic stress changes. Our interpolated model 

consisted of only a single plane, whereas Yoshida's and Wald's models used two separate 

planes. Thus, the stresses we calculate in interpolated subfaults at the edges of the 

original planes are probably not correct, and we refrain from using them in subsequent 

interpretation. Except for regions at the edges of the original fault planes, our stresses 

compared well to those calculated for the Wald model by Day et al. (1998) using a finite 

difference method. Our interpolation method is rather crude because, strictly speaking, an 

inverse approach should be used to determine a finer grid of slip functions that preserve 

the moment rate functions of a coarser grid.

5.5.3 Results

5.5.3.1 Stresses from Yoshida’s Dislocation Model

The Bayesian calculation provides a posterior density function for the initial 

stress, a , however, in the interpretation of the data we are interested in the value of stress 

that maximizes a  (i.e. the maximum a posteriori probability stress, or “MAP” stress). 

Initial stresses derived from Yoshida’s model are shown in Figure 3.A3. To produce this 

figure, we calculated a  for all subfaults having more than 15° rake rotation (219 out of 

340). Of the 219, 187 had unconstrained stresses, leaving the 32 stresses plotted in Figure 

3.A3. Of course, some of these stresses are probably not reliable because the rake 

rotations may not be well constrained by the ground-motion data. We believe the more
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reliable stresses are those for subfaults around a local maximum of slip having a large 

rake rotation, which we have indicated in Figure 3.A3 with diamonds.

5.S.3.2 Stresses from  Striations on the Nojima Fault

In the following we assume that the observed surface offsets and the slip paths 

from striations are more accurate than the slip in the surficial subfaults of Yoshida’s 

model. In order to calculate stresses for subfaults 8 and 11 where we have observed 

curved striations, we built a hybrid dislocation model in the following manner. We 

replaced the slip at the surficial subfaults in Yoshida’s model with the slip paths from the 

striations (for subfault 8 and 11) and from the observed offsets (subfaults 7, 9, 10, 12, 13, 

and 14) at the corresponding locations. We mapped the slip speed time-series from 

Yoshida’s model onto the directions in the slip paths to determine slip-velocity time- 

series. We then calculated stress changes on all subfaults using this combined geological- 

seismological slip-velocity model. Calculated surficial stress changes were rather 

sensitive to our geologic assumptions, but the consequent inferred initial stresses did not 

depend strongly on the assumptions.

Striations at location 2 (subfault 11) are fairly consistent with an initial stress 

(right lateral, NW  down) of (5,5) MPa. Striations at location 7 (subfault 8 ) do not satisfy 

the geometric constraint very well, but they give a MAP stress of (12, 5) MPa. For both 

locations, the MAP stresses are near the stress-drop vectors for the last time step, 

meaning that stress drop is complete. For both locations, the conclusion that stress drop is 

complete is probably more reliable than the specific values derived from the initial 

stresses.

The direction of curvature of striations at locations 2 and 7 agrees with the results 

discussed in this chapter. Specifically, the largest temporal rake rotations occurred at 

places where the initial stress direction deviated most strongly from the average initial 

stress direction for the whole fault. At these places, the initial slip direction agreed with
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the initial stress direction, but later slip was in the direction of overall slip for the fault. 

Initial slip at locations 2 and 7 was dip slip, with later slip in the strike-slip direction, 

consistent with the dynamic models presented in this Chapter.

5.5.3.3 Comparison with Borehole Observations

The intial stresses we have inferred from striations and Yoshida’s slip model 

agree well with independent evidence about the state of stress obtained from three 

boreholes drilled after the Hyogo-ken Nanbu earthquake. These were the Nojima- 

Hirabayashi NIED (National Institute for Earth Science and Disaster Prevention) 

borehole of Ikeda et al. (1996, 1997), the Nojima-Ogura borehole of Tsukahara et al.

(1997), and the Ikuha borehole of Ito et al. (1997) of the Geological Survey of Japan (Fig. 

3.A1). For brevity, we refer to these three holes as the Hirabayashi, Ogura, and Ikuha 

holese, respectively.

We resolved the borehole maximum (SH) and minimum (Sh) horizontal stresses 

into shear stress on an assumed vertical Nojima fault. The upper bound on this resolved 

shear stress is (SH — Sh)/2 which is everywhere 12 MPa or less (Fig. 3. A4), and is 4 to 8 

MPa below the cataclastic zone in the Hirabayashi borehole. For both the Hirabayashi 

and Ogura holes, the actual resolved postseismic shear stress on the Nojima fault is 

essentially zero (Fig. 3.A4) because of the measured fault-normal compression (Ikeda et 

al., 1997; Tsukahara et al., 1997).

Our analysis of striations implies complete stress drop near the surface, which is 

consistent with the results from the Hirabayashi and Ogura boreholes. Combination of all 

stress measurements (Fig. 3.A5) shows some increase of shear stress with depth between 

0 and 3 km. Between 3 and 11 km, there is no clear change of initial stress or 

postseismic stress with depth, although it should be remembered that our sampling is very 

sparse. Stress drop at the surface (at least for our two striation locations) is complete, but 

between 3 and 11 km, fractional stress drop is about 32%.
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5.5.4 Implications o f  Low Shear Stress

Our results for the Nojima fault support the hypothesis that major crustal faults 

are slipping at low shear stress levels. Between 3 and 11 km depth we see no consistent 

depth dependence of initial stress, and we see a very slight tendency of postseismic stress 

to decrease with depth (Fig. 3.A5). This lack of a strong depth dependence is in 

accordance with the hypotheses of Byerlee (1990, 1993) and Rice (1992) that elevated 

fluid pressures in a highly permeable fault zone sandwiched between impermeable walls 

would lead to depth-independent fault strength. Zhao et al. (1996) have found evidence 

for elevated fluid pressure at the hypocenter of the Hyogo-ken Nanbu earthquake. Our 

observations of low shear stresses agree with those of Tsukahara et al. (1996), who 

observed very small values of (SH-Sh) in fracture zones penetrated by a 2 km deep 

borehole near Ashio, 100 km north of Tokyo. However, contrary to the hypotheses of 

Byerlee and Rice, they did not find highly elevated water pressure in the fracture zones; 

rather, they appeal to the effect of clay minerals to decrease frictional strength in fault 

zones.

This study and that of Bouchon and Streiff (1997) and Guatteri and Spudich

(1998) emphasize the important interrelationships between the pre-seismic stress tensor 

in a region, the shape of the fault surface, and the resulting dynamics of rupture. If  faults 

slip at low shear stress, then one of the principal stresses will be nearly fault normal (in 

the case of the San Andreas and the Nojima faults, that stress is SI, the maximum 

principle stress). If the fault surface has a heterogeneous orientation in such a stress field, 

then the direction of the initial stress can vary strongly over the fault surface (Amadottir 

and Segall, 1994), causing the spatial variations of rake, such as those seen in the 

Hyogoken-Nanbu and Loma Prieta earthquakes (Beroza, 1991; Amadottir and Segall,
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1994; Guatteri and Cocco, 1996), and consequent temporal rake rotations. The strong 

spatial variation of rake in the Hyogoken-Nanbu earthquake indicates that the initial 

stress direction was highly heterogeneous on the fault, possibly caused by variations in 

the fault geometry. The results of Guatteri and Spudich (1998) imply that the 

heterogeneous initial stress direction caused the temporal rake rotations we discuss here. 

This mechanism is completely different from that discussed by Andrews (1994).
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Surface faulting, Awaji Island, 1995 Hyogoken-Nanbu (Kobe) earthquake 
SW Y48 general strike: N40E a  ~ ' 2km NE

®  striation location 0  1800 m Nojima-Hirabayashi NIEO borehole

approximate direction of SH Q  1800 m Nojima-Ogura borehole

Figure 5.A1. Map of Nojima fault on Awaji Island, showing elevation (m), surface faulting (heavy line), 
locations of fault striations (numbers in boxes), the Nojima-Hirabayashi NIED and the Nojima-Ogura 
boreholes, and the subfaults (numbered) in the original (Y48-Y50) and interpolated (7-14) Yoshida slip 
models. Arrows show approximate direction of SH in boreholes (from Spudich et al., 1998).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 5  — The effect o f  absolute stress on rupture dynamics... 120

Slip paths reconstructed from striations
I--------------------------135 c m -

Location 2, Hirabayashi

Striation III

----------------------------  120 cm

Location 7, near Ogura
..n>ied

Figure 5.A2. Black lines: striations observed at locations 2 and 7. Gray bands: slip paths inferred from 
striation locations 2 and 7. From Otsuki et al. (1997).
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Figure 5A3. Interpolated slip (dots) and derived initial stress vector (thick lines) for the Hyogo-ken Nanbu 
earthquake in the Yoshida et al. (1996) slip model. Dots show the dislocation of the NW side of the fault at 
time increments of 0.125 s for each subfault. At subfaults where no initial stress vector is shown, the 
motions did not specify a unique initial stress. A few subfaults are numbered. Diamonds indicate more 
reliable stresses, a) Nojima fault, b) Rokko fault system (from Spudich et al., 1998).
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S tresses from Hirabayashi and O gura boreholes
~ j i------------------------------------- 1--------------------------------

from Ikeda et al (1997) + Hirabayashi Sh
and Tsukahara e ta l (1997) *  Hirabayashi SH

O (SH-Sh)/2 
x  Ogura SH and Sh  

-«—  = modification for 
fault normal 
com pression
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• cataclastic zone, Hirabayashi

. SV: 2.6 Mg/m3

S c  \  S
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Figure 5.A4. Maximum (SH) and minimum (Sh) horizontal stresses measured by hydrofracturing by Ikeda 
et al. (1997) and Tsukahara et al. (1997) after the Hyogo-ken Nanbu earthquake in the Hirabayashi and 
Ogura boreholes, respectively (Figure 5.A1). Circles show the upper bound on the post-earthquake shear 
stress on a vertical plane. At both boreholes SH was approximately normal to the fault; dashed lines show 
resulting modified shear stress on the fault The Hirabayashi borehole passed through a cataclastic zone 
inferred to be the Nojima fault at depths of 1.1-1.3 km. SV is the assumed vertical stress (from Spudich et 
al., 1998).
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Stress magnitude vs depth from slip model, striations, and boreholes
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Figure 5.A5. Shear stress on the Nojima fault as a function of depth, from all methods. Circles: pre- 
earthquake stresses from striations (location number indicated), triangles: pre-earthquake stresses from 
temporal rake rotations of selected subfaults (diamonds in Figure 5.A3) in Yoshida model. Open triangles 
are for Nojima subfaults and filled triangles are for more speculative results from the Rokko subfaults. 
Solid lines: Coseismic stress changes inferred from our hybrid dislocation model, x and *: post-earthquake 
maximum shear stress from borehole measurements at Ogura and Hirabayashi, respectively. Dashed lines: 
modification to borehole shear stress to correct for observed fault-normal compression (from Spudich et 
al., 1998).
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Chapter 6 -  Strong-Ground Motion Simulation with 
Stochastic-Dynamic Rupture Models

6.1 Introduction
6 .2 Method
6.3 Models
6.4 Strong-Ground Motion Simulation
6.5 Discussion

Abstract
Finite-fault images of the spatial and temporal evolution of earthquake slip show that 

fault slip is spatially variable at all resolvable scales. There is also evidence that rupture 
velocity is spatially heterogeneous, although it is more difficult to resolve variations in 
the rupture velocity from strong motion data. Complexity of the rupture process exerts a 
strong influence on the variability and level of damaging strong-ground motion in 
earthquakes. Adequate predictions of the intensity and variability of ground motions 
from future earthquakes strongly depends on our ability to realistically model source 
complexity. A dynamic description of the rupture process provides a self-consistent way 
of describing the variability of all the relevant source parameters without prescribing their 
spatial distribution a priori.

Using a Boundary Integral Method we simulate dynamic rupture of hypothetical 
earthquakes having stress drop distributions consistent with the random-field model of 
earthquake slip developed by Mai and Beroza (1999). We assume a slip-weakening 
model and prescribe the distribution of apparent fracture energy that determines a 
subshear rupture velocity. We obtain physically consistent rupture models that reflect the 
statistical properties o f slip heterogeneity found in finite-source models of past 
earthquakes. These dynamic models contain the full space-time evolution of the rupture 
process, and hence the time dependence of slip is a derived, rather than an assumed, 
parameter. We use these rupture models to compute theoretical strong motion 
seismograms up to a frequency of 2 Hz for several scenario earthquakes (strike-slip, Mw =
7.0) at multiple observer locations. We compare horizontal empirical-response spectra 
with values obtained from our dynamic models and corresponding kinematic simulations. 
We find that including spatial and temporal variations in slip, slip rise time, and rupture 
propagation consistent with dynamic rupture models exerts a strong influence on near
source ground motion and has the potential to improve current strong ground motion 
prediction procedures. Our results suggest that variability in the rupture time distribution 
may be included in kinematic models through a generalization of Andrews (1976a) result 
relating rupture speed to apparent fracture energy, stress drop, and crack length.
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6.1 Introduction

The observed strong ground motion for recent earthquakes (1989, Loma Prieta; 

1992, Landers; 1994, Northridge; 1995, Hyogo-ken Nanbu (Kobe)) questions our current 

ability to correctly predict strong ground motion in the near-source region of large 

earthquakes. Ground motion prediction equations, known as ‘attenuation laws’ (e.g. 

Boore and Joyner, 1997; Abrahamson and Silva, 1997) are empirical relationships that 

relate the intensity of observed strong ground motion, such as peak ground acceleration 

(PGA) or spectral acceleration (Sa), to magnitude, distance, faulting style and other 

parameters describing the particular event and the particular site conditions. The 

limitations of the current attenuation laws derive in part from their underlying simplifying 

assumptions and averaging procedures. Another limitation on the reliability of these 

predictive equations arises from the sparse data distribution of long period strong motion 

recordings in the near-field (R < 10 km) of large earthquakes. To overcome this 

deficiency it is common practice to extrapolate ground motion parameters close to the 

source from larger distances (R = 20-50 km). Still, such unconstrained extrapolation 

might not yield an adequate characterization of the extreme near-field where ground 

motion exhibits strong variability. Near-source ground motion is largely dominated by 

long-period energy (<lH z) that is strongly affected by wave path effects, such as basin- 

edge geometry, and source directivity (e.g. Wald et al., 1991; Cohee and Beroza, 1994; 

Olsen and Archuleta, 1996; Kamae and Irikura, 1998). The significant impact on the 

dynamic response of large structures exerted by long-period energy demands more 

accurate representations of near-source ground motion characteristics than those provided 

by extrapolating empirical predictive equations. Deterministic approaches to strong- 

ground motion simulations from several earthquake source realizations have the potential 

to correctly reproduce and predict these low-frequency characteristics in the near-field of 

large earthquakes.
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Recent work based on kinematic source modeling has addressed the problem of 

simulating realistic near-source strong-ground motions for future earthquakes. In 

particular, large effort has been put into developing hybrid methods for near-fault broad

band strong-ground motion simulations that combine both deterministic and stochastic- 

empirical approaches (e.g. Herrero and Bernard, 1994; Kamae et al., 1998; Hartzell etal., 

1999; Pitarka et al., 2000). While the high frequency ground motion is usually treated 

stochastically, long period ground motions are often treated deterministically and 

strongly source-controlled, implying that the unknown source characteristics of future 

earthquakes introduce large uncertainties in the prediction of near-fault ground motion. 

Somerville et al. (1999) and Mai and Beroza (1999) have developed methods to 

characterize slip models o f future earthquakes for use in the prediction of strong ground 

motions. In particular, Mai and Beroza (1999) have proposed a description of earthquake 

slip as a spatial random field based on the analysis finite-source rupture models available 

in the literature.

Source complexity may be manifested not only as local variations in static slip, 

but also as heterogeneity in rupture velocity, slip-velocity and slip duration. The 

combination of this heterogeneity contributes to intermediate and high frequency 

radiation, and may also affect longer period ground motions. While a source 

characterization including variability in all the relevant parameters would be ideal for 

ground motion prediction, it is not necessarily clear how to constrain variations in rupture 

velocity and source time function parameters (slip-velocity and duration) in kinematic 

rupture models. Kinematic modeling limits the possibility to include variability in the 

source parameters in a self-consistent manner. While the complexity of the slip 

distribution can be inferred from available source models, the variability of the other 

relevant source parameters is either neglected or assumed a priori based on theoretical 

spectral models (e.g. Bernard et al., 1996; Hisada, 2000).

Dynamic modeling of the rupture process provides a self-consistent way of 

describing the variability o f all the source parameters without prescribing their spatial 

distribution a priori. Simulating strong-ground motion with dynamic models is much less 

efficient than using a kinematic approach, especially if many realizations are required to 

routinely estimate averages of the expected ground motion intensity at several observer
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locations. On the other hand, dynamic modeling allows us to identify the relevant source 

effects that should be included in a realistic source realization, and to determine simple 

relations between kinematic source parameters that could be included in kinematic source 

parameterizations. In this chapter we perform dynamic rupture modeling as a means of 

constraining unmodeled aspects of kinematic rupture models. The resulting model is a 

realization of the earthquake rupture process that is based on our current knowledge of 

the physics of the earthquake source.

Andrews and Boatwright (1998) have used this approach previously to calculate 

far-field ground motion spectra with dynamic-stochastic rupture models using a finite- 

difference spontaneous rupture code. However, the variability in the slip distribution in 

their study was not meant to be consistent with the observed complexity of published 

dislocation models. In our study we simulate seismograms up to 2Hz with dynamic- 

stochastic rupture models obtained using a Boundary Integral Method and constrained to 

be consistent with the random-field model of earthquake slip developed by Mai and 

Beroza (2000). Our main goals are to determine whether and how the inclusion of a 

more realistic source complexity improves our ability to estimate strong-ground motion 

in the near source. We compare simulated acceleration response spectra (Sa) from our 

dynamic models to empirical values predicted by attenuation laws and to those calculated 

from kinematic models that are heterogeneous in the slip distribution only. We will 

concentrate on the intermediate and long periods (> 0.7s) radiation that is the most 

sensitive to source effects.

6.2 Method

6.2.1 Stochastic-Dynamic Rupture Modeling

We model spontaneous rupture by means of the boundary integral method (BIM)

( Boatwright and Quin, 1986; Das and Kostrov, 1987; Quin and Das, 1989) outlined in 

Chapter 2. We modified the original code in order to include free-surface effects, vertical 

heterogeneity in the velocity structure, and a slip-weakening friction law. The 

ingredients needed for spontaneous rupture modeling are the distributions of stress 

parameters over the fault plane and the specification of the friction law that governs the 

failure process.
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6.2.1.1 Stress Drop

In all our rupture models we assume a homogeneous distribution of initial stress 

over the fault plane. In our calculations, the strongest constraint derives from the 

requirement that our rupture models be consistent with the slip heterogeneity found in 

finite-source models of past earthquakes. We accomplish this task by imposing the static 

stress drop distributions derived from a set of slip realizations generated following the 

random-field model of earthquake slip developed by Mai and Beroza (1999).

6.2.1.2 Friction Law

Our assumed friction law is a simple slip-weakening model (Fig. 3.1) (Ida, 1972; 

Andrews, 1976a; 1985; Day, 1982) that may be considered a reasonable approximation of 

more general constitutive behavior of the fault during dynamic motions (e.g. Okubo, 

1990; Ide andTakeo, 1997; Guatteri et al., 2001). Given the initial value of shear stress, 

the slip-weakening friction law is entirely parameterized by the stress drop, <r° -  o f , the 

strength excess, a y —crp, and the slip-weakening distance, Dc. Dc is the distance over 

which the stress drops linearly from its peak value to its final or residual level. The slip- 

weakening relation eliminates the unrealistic singularity in stress and particle velocity at 

the crack tip implied by an abrupt stress drop. The elimination of this singularity and the 

introduction of a characteristic length result in a finite amount of energy absorbed at the 

rupture front. In this study we are not concerned with the investigation of detailed 

dynamic source properties. Rather, we aim to design possible rupture models that are 

consistent with observed slip and that can be specified using a small number of dynamic 

parameters.

6.2.1.3 Apparent Fracture Energy

Guatteri and Spudich (2000; Chapter 3) showed that, in a rupture model with a 

given stress drop distribution, Dc and strength excess trade-off in controlling the rupture 

velocity. Even though different values of Dc and strength excess result in different source 

time functions, only the analysis of high-frequency data (>lHz) would be able to resolve 

these differences. To overcome this ambiguity, a single parameter, the apparent fracture
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energy Gc can be used to describe the frictional properties o f the fault that control rupture 

propagation. Fracture energy is defined as the amount of energy required to create a unit 

area of shear fracture. In a simple slip-weakening model is calculated as the area 

underneath the slip-weakening curve (Fig. 3.1). In general, as pointed out by Andrews 

(1976a) and Okubo and Dieterich (1994), Gc need not be a material constant. For a given 

stress drop distribution, the value of fracture energy may be representative of the 

resistance of the fault to failure. In this study we will therefore describe our dynamic 

input parameters in terms of stress drop and fracture energy solely.

For each model, we initially prescribe the fracture energy distribution obtained 

from the respective stress drop distribution and spatially homogeneous values of strength 

excess and slip-weakening distance. Then, by trial and error we perturb the distribution 

of a y — <yp and Dc on selected portions of the fault plane, in order to obtain the fracture 

energy distribution that results in a subshear rupture speed over most part of the fault and 

as an average value. The values that we obtained are in agreement with fracture energy 

estimates for past earthquakes (e.g. Rice, personal communication; Beroza and Spudich, 

1988; Guatteri e ta l ., 2001).

6.3 Models

Our scenario earthquakes are designed to be representative of strike-slip, Mw = 7.0 

events in California. We assign a fault length L = 36 km and a fault width W = 16 km 

determined from recent source-scaling relations for our selected magnitude (Mai and 

Beroza, 2000). We discretized the fault plane into 960 subfaults with a width of 750 m. 

Accordingly to Andrews and Boatwright (1998) study, this grid size should result in 

accurate ground motion spectra up to about 1.5 Hz. We computed ground velocity at the 

observer locations shown in Figure 6.1 using the method of Olson et al. (1984) and 

Spudich and Archuleta (1987) assuming the generic velocity structure for California 

(Boore and Joyner, 1997). We calculated seismograms in the frequency band 0-2.3 Hz 

and lowpass filtered them with a cosine taper between 2 and 2.3 Hz. The ground velocity 

time-series were sampled at a rate of 0 .1  s.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 6  — Strong-ground motion simulation with stochastic-dynamic rupture models 131

We subdivided our models into two sets. The first one consists of three rupture 

models (A, B, and C) based on three different slip realizations having the same 

hypocenter at a depth of 11 km and at 10 km along strike from the left boundary of the 

fault. This first set of models will allow us to account for the effect of variability in the 

source parameters on ground motions.

The second set of simulations is meant to include variations in directivity effects. We 

selected the stress drop derived for Model B and generated three different dynamic 

rupture models (D l, D2 and D3) having the hypocenter located at 11 km depth and at 15, 

20, and 25 km along strike from the left boundary of the fault, respectively.

6.3.1 First Set o f  Dynamic Models

Figure 6.2 shows side by side the respective distributions of source parameters for 

the three models. In the first row of panels (Fig. 6.2a-c) we show the three slip 

distributions obtained as a result of our dynamic simulation ( ‘dynamic slip’) of the 

‘kinematic’ slip distribution generated following Mai and Beroza (1999). In general, the 

dynamic modeling resulted in a slightly smoother slip distribution compared to the 

original kinematic slip. Figures 6.2d-f show the distributions of static stress drop derived 

from the kinematic slip distribution using the method of Andrews (1980). Figures 6.2g-i 

show the distribution of apparent fracture energy on the fault. The spatial variability is 

strongly related to the respective stress drop distribution. This similarity mainly depends 

on the fact that in our models the heterogeneity of the stress drop distribution dominates 

over the relatively smooth strength excess and slip-weakening distance distributions. 

Figures 6.21-n depict contours of the rupture times on the fault obtained as a result of the 

dynamic modeling. In Figure 6.3 we show contours of slip-velocity averaged over depth 

as a function of distance along strike and time, together with reference lines having 

slopes of 2 km/s, 3 km/s and 4 km/s. These plots show that the average rupture velocity 

over the fault plane is subshear, as it is locally for main parts of the fault. The width of 

the contour is indicative of the local slip duration (rise time), and more detailed 

representation o f the distribution of rise time, here defined as the time required to 

accumulate from 10% to 90% of the total slip, is given in Figures 6.2o-q. It is important 

to notice that the variability in the rupture time and rise time distributions is a derived,
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rather than an assumed characteristic of the rupture model. However, it depends on the 

assumptions used to obtain the distribution of fracture energy.

6.3.2 Second Set o f  Dynamic Models

As for the previous set of models, we summarize the distributions of the relevant 

source parameters o f the three models D l, D2, and D3 in Figure 6.4. The final slip 

distributions of Model D l, D2, D3 (Figures 6.4a-c), and Model B (Figure 6.2b) are very 

similar, the respective stress drop distributions are the same (Figures 6.4e-g), while the 

fracture energy distribution differs among the four models (Figures 6.4g-i and Figures 

6.2i). Figures 6.5a-c show the contours of depth-averaged slip-velocity as a function of 

distance along strike and time for the three new examples. Notice that moving the 

hypocenter position affects the relative time at which different parts of the fault radiate 

and how waves radiated during slip will interfere with one another. In the following 

section we will also discuss how the location of the hypocenter affects the shape of the 

source time function on different parts of the fault.

6.3.3 Source Parameters

In typical kinematic modeling, the rise time and the slip velocity function (source 

time function) are usually distributed uniformly over the fault, while the rupture velocity 

is fixed to some fraction of the local shear wave speed. In contrast, Figures 6.2, 6.3, 6.4 

and 6.5 show that the resulting spatial-temporal rupture evolution from our dynamically 

plausible rupture models is substantially complex.

6.3.3.1 Rupture Velocity

Andrews (1976a) obtained an analytical relation between rupture velocity and 

fracture energy, stress drop and crack length valid in simple antiplane strain with uniform 

stress drop and frictional properties. Even though his relation (his equation 23) does not 

directly apply to 3-D heterogenous dynamic simulations, Guatteri and Spudich (2000) 

have generalized his result to more realistic dynamic models through numerical 

simulations. To help develop realistic source characterizations, it is important to discuss 

how rupture velocity is expected to vary over the fault plane for a given slip model. In
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this study we assume that rupture propagation occurs at sub-shear speed over most parts 

of the fault, as inferred for the majority of instrumentally recorded earthquakes.

As the crack grows, the rupture tends to accelerate (Andrews, 1976a; 1985; Day, 

1982) due to the effect of dynamic loading coming from the ruptured area of the fault. 

Areas of local high stress drop also promote fast rupture propagation. For example, 

Model A has two relatively large stress drop patches, one around the hypocenter and the 

other at about 15 km from the nucleation region, at a distance where the dynamic loading 

has already a large effect. The high stress drop around the hypocenter determines fast 

initial rupture propagation, while the second area promotes rupture acceleration and 

increases the dynamic loading on both the ruptured and not ruptured areas of the fault. 

Relatively large values of fracture energy, corresponding to high fault resistance, are 

needed there to slow down the accelerating rupture growth. The variability in the rupture 

time distribution is a result of heterogenous stress drop and fracture energy distributions.

From a physical point of view it is interesting to ask why the fracture energy 

should vary on the fault plane such that the rupture velocity remains sub-shear. We 

should keep in mind that we are modeling specific slip distributions that, together with 

the constraint on rupture speed and our assumption of fault constitutive behavior, imply 

specific physical fault properties reflected in the fracture energy distribution. For 

earthquake scenarios consistent with events having super-shear rupture propagation (e.g. 

1979 Imperial Valley and 1999 Izmit earthquakes), the same slip distributions would 

imply different fracture energy and, therefore, different fault physical properties.

In the second set of models, while the median values of Gc are comparable (Table

6 .1), the locations of area with large values of fracture energy differ, depending on the 

respective hypocenter locations. As discussed above, local large values of Gc are 

necessary as soon as the crack has extended over large distances. Figure 6 .6 a shows the 

depth-averaged fracture energy for Model B (continuous line) and Model D3 (dashed 

line) that represent the two extremes with regard to the effect of hypocenter position on 

the local rupture velocity. We rewrite equation 23 in Andrews (1976a) (notice that in 

Andrews’ equation 23 G = Gc/2 ) in terms of the dimensionless parameter V =/n Gc/(A<f 

Lh):

i - v !//3J=crv/2;2
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where v is the rupture speed, (3 is the shear speed, p  is the shear modulus, A c  is the stress 

drop, and Lk is the crack length (distance from the hypocenter). For a simple antiplane 

strain, C is about nr. Even though Model B and model D3 have different hypocenter 

positions, their rupture speeds are very similar especially away from the hypocenter (Lh > 

7 km). In Figure 6 .6 b the similarity between the parameter V  for these two models 

suggests that Andrews’ relation applies to 3-D heterogenous dynamic models. Let us 

consider that on average the rupture speed is 85% of the shear velocity. The median value 

o f V  for model B is about 0.4, from which we can empirically determine C ~ 7 that is 

comparable to Andrews’ result. This relation may be used to generate realistic rupture 

time distributions to design generalized source models for strong-ground motion 

predictions.

6.3.3.2 Rise Time and Slip Velocity Function

A complete source description requires the definition of the time dependence of 

slip after rupture (slip velocity function, SVF). In Figure 6.7 we show SVFs derived 

from the dynamic models B, D l, D2, and D3 at different locations along strike and at the 

same depth of 7 km. The purpose of this figure is to show how the SVF varies between 

different parts of the fault depending on local frictional parameters and dynamic loading. 

Over the rupture area, the SVF can have various shapes resembling overlapping triangles 

(e.g. Wald et al., 1991), truncated Kostrov functions (e.g. Beroza and Spudich, 1988), or 

cosine slip functions (Hartzell et al., 1996; Cotton and Campillo, 1995). While such 

variability in the slip velocity function is usually not considered in kinematic source 

characterizations, it is indeed a reasonable and expected property of a complex rupture 

model.

Large dynamic loading (at points distant from the hypocenter) has the effect of 

narrowing the SVF resulting in large peak slip-velocities. The effect of a local large stress 

drop is identifiable in similar effects on the slip velocity function. These examples are 

intended to be representative o f the degree of variability of the SVF over the fault for a 

relatively complex rupture model. Guatteri and Spudich (2000) showed that, with a slip- 

weakening model, individual values of strength excess and Dc affect the local shape of
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the SVF without affecting the calculated waveforms and spectra over a limited frequency 

band (< 1Hz).

Because it is difficult to directly measure slip rise time for a given earthquake, 

this parameter is usually inferred from values used in deterministic modeling of observed 

ground motions. Heaton (1990) analyzed the rise time values obtained from these 

modeling studies and concluded that only a narrow band o f the fault is rupturing at a 

given point in time. Recent studies (e.g. Cotton and Campillo, 1995; Hartzell et al.,

1996) suggest correlations between slip magnitude and slip rise time, yielding values of 

rise time consistent with Heaton’s observation. Somerville et al. (1998), based on the 

analysis of slip rise times inferred for a number of moderate to large earthquakes, have 

proposed a relation between earthquake magnitude and slip rise time.

In our dynamic simulations, the pattern of variation in the distribution of rise time 

over the fault (Figures 6.2o-q) is typical for a crack model governed by a slip-weakening 

model (e.g. Day, 1982). The rise time is large around the hypocenter and gets shorter 

close to the edges of the fault, with values depending on the total rupture duration. 

Heterogeneity in the stress parameters adds additional variability in the typical rise time 

distribution. The differences in the slip rise time distribution between Model A, that has 

the roughest slip distribution, and the other models, reveal a weak correlation between 

slip magnitude and rise time.

Contrary to simple kinematic parameterizations, due to the more complicated 

shape of the SVF (Figure 6.7), our measured values of rise time might not provide a good 

quantitative estimate of the time over which the most energetic radiation is released from 

a given point on the fault. For example, in Figure 6.7 the SVF of model D l at 10 km on 

the left away from the hypocenter has a rise time of about 3.5 sec, while the most 

energetic radiation is released in about 1.2  sec, corresponding to the width of the initial 

slip-velocity pulse. Shortening D c and increasing the strength excess would have the 

effect of concentrating the most energetic radiation in a shorter time (Guatteri and 

Spudich, 2000). However, in this study we mainly concentrate on the intermediate-low 

frequency range, where these differences would be less important, and we chose 

relatively large values of Dc (about 0.5 to lm ) in order to minimize the discretization
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noise of the dynamic calculation. Later we will show that using a shorter Dc affects the 

simulated response spectra a short periods.

TABLE 6.1
Model A Model B Model C Model D1 Model D2 Model D3

Mean Slip (m) 3.6 3.75 3.6 3.9 3.9 3.8

Median Gc 

I0A6(J/m*2)

4.1 5.1 5 5.6 5.7 5.7

6.4 Strong-Ground Motion Simulation

The choice of the station distribution (Figure 6-1) was motivated by the need to 

simulate strong-ground motion in the near-fault region (R < 10 km), where the sparsity of 

recordings affects the reliability of current attenuation laws, and at intermediate to large 

distances, where the density of available recordings allows model validation.

6.4.1 Comparisons with Empirical Response Spectral Acceleration Models

The main purpose of this study is to determine what degree of complexity we 

need to include in source characterizations to improve strong-ground motion prediction 

with respect to traditional kinematic approaches. We demonstrate the advantages of a 

dynamically consistent source characterization over a simple kinematic approach by 

comparing the respective horizontal simulated- and empirical-response spectra (5% 

damped) for rock sites using the Abrahamson and Silva (1997) model for strike-slip 

earthquakes of M w 7. Corresponding to each dynamic model, we developed two 

kinematic source characterizations: the first one based on a hybrid kinematic-dynamic 

parameterization, and the second one based on a simple kinematic parameterization. For 

both parameterizations, we assign the original kinematic slip distribution and a box-car 

SVF with a rise time of 1 sec over the entire fault plane. The hybrid  parameterization 

includes the variability in the rupture times derived from the respective dynamic model, 

while in the kinematic model the rupture propagates at a uniform rupture velocity equal to
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85% of the local shear speed. Table 6.2 sum m arizes the types of parameterizations and 

parameter values o f the three modeling approaches.

TABLE 6.2 -  Sum m ary o f IVTodeling Approaches
Dynamic Hybrid Kinematic

SUp ‘dynamic’ ‘kinematic’ ‘kinematic’

Rupture 

Velocity, v

Variable Variable (from dynamic 

model)

Uniform v= 85% shear 

wave

Rise Time, T Variable, Mean(T) = 3 sec Unifoxm T = 1 sec Uniform T = 1 sec

SVF Variable Box-car Box-car

The empirical relation of Abrahamson and Silva for crustal earthquakes was 

derived using a worldwide data set of shallow  events. However, only very few 

recordings from Afw 7 earthquakes constrain this relation at short distances from the fault 

(R < 10 km) where we observe the greatest variability in strong ground motions.

Figures 6 .8  and 6.9 show the comparisons of empirical and simulated spectral 

acceleration attenuation at several periods for time three different modeling approaches, 

dynamic, hybrid, and kinematic. In Figure 6 .8 , fo r  each approach we plot the geometric 

mean of the two simulated horizontal components of spectral acceleration for all slip 

models and at all stations without including those  aligned along the fault strike (stations 

16-30). These locations are along a nodal plane 'where only the fault-normal component 

of motion is different from zero (shown in F igure  6.9). In general, the simulations from 

the kinematic  approach underperform those obtained from the dynam ic  and hybrid 

modeling. At short periods (T = 0.7 s) all the sim ulated spectral accelerations are depleted 

in high frequency with respect to the em pirical values. This might be due to the 

relatively coarse model discretization and the lim ited  frequency band of the Green’s 

functions used in our ground motion simulation. In general, the hybrid model predicts 

larger spectral acceleration amplitudes with respec t to the other two approaches, 

especially in the very near-fault region. While these larger amplitudes correspond to a 

better agreement with the empirical relation at short periods, they overestimate the long- 

period values. The dynamic simulations overall fo llow  the slope of the empirical relation 

better than both the kinematic and hybrid approaches, especially at intermediate
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distances, where sufficient data exist to provide adequate constraints for the empirical 

relation. Notice the larger spread of the spectral values at 1 km from the fault in the 

dynamic simulations compared to the respective hybrid and kinematic results. Although 

all the along-fault stations 46 to 51 have a closest distance to the fault of 1 km, we should 

expect strong variability in the ground motions among these locations, where the effects 

o f fault-finiteness and source complexity are the largest. Because the empirical relations 

are poorly constrained at such distance to large-magnitude earthquakes, it is difficult to 

determine whether the dynamic simulations are more realistic than the hybrid ones.

6.4.4.1 Directivity Effects

In the near-fault region, the ground motions are strongest on the fault-normal 

component of motion. This results from rupture directivity effects due to the coherency 

of SH radiation along the fault rupture generating a large, long-period pulse of motion in 

the direction perpendicular to the fault (Archuleta and Hartzell, 1981; Somerville et al.,

1997). This focusing of energy is maximized at the stations aligned along the strike (16- 

30), where the SH radiation pattern is at its maximum. Forward directivity effects occur 

when the rupture front propagates toward the site, and the direction of slip is aligned with 

the site. Therefore, among our models, we should expect Model D3 to result in the 

smallest forward directivity effects at the nodal stations.

In Figure 6.9 we show the fault normal horizontal component of spectral accelerations 

calculated at the nodal stations 16-30 for various periods. The values simulated from the 

three models D l, D2, and D3 are plotted with different symbols to compare the variations 

of directivity effects. At all periods, the dynamic simulations capture the variability of 

directivity effects among the models having different hypocenter positions, showing that 

Model D3 (diamonds) result in the smallest amplitudes, especially in the very near-source 

region. Surprisingly, the hybrid simulations show these systematic differences only at 

larger distances (R > 10km), while the analysis of the kinematic results does not reveal 

any substantial difference among the different models. The comparison with the 

empirical relation is not straightforward, because these fault-normal component 

amplitudes are not averaged values as those shown in Figure 6 .8 . Nevertheless, we
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notice that the fall-off of the empirical relation is matched by both the dynamic and 

hybrid simulated values at intermediate-large distances.

6.5 Discussion

The comparison between the three modeling approaches allows us to infer how 

specific source characteristics affect the predicted response at various periods.

The systematic large spectral amplitude of kinematic and hybrid simulated responses at 

long periods reflect the strong coherency of energy release as the rupture propagates 

along the fault. It has been noticed that kinematic simulations of strong ground motion 

with very smooth slip distributions tend to overestimate the spectral amplitudes at long 

periods (> 2 s) in the near-source region (e.g. Olsen et al., 1995). Graves (1998) discusses 

how uniform or smoothly varying slip distributions greatly increase the coherency of 

long-period energy release during fault rupture and therefore the calculated ground- 

motion amplitudes. Nevertheless, kinematic models with heterogenous slip distributions 

and homogeneous rupture velocity still overestimate the long period amplitudes (Graves, 

1998; Pitarka et al., 2000). Among our three classes of models, the kinematic models 

have the largest degree of coherency due to homogeneous rupture velocity and uniform 

SVF, while the variability in both these parameters in the dynamic models greatly 

diminishes the coherent energy release during rupture. This is particularly evident in the 

analysis of directivity effects based on Figure 6.9.

The introduction of spatial and temporal heterogeneity tends to increase peak 

ground motion amplitudes at short periods. This behavior is manifested in the larger 

spectral amplitudes simulated from the hybrid and dynamic models with respect to those 

calculated from the kinematic models at short periods (< 2 s) in the near-source region. 

Although the dynamic models are the most complex, the hybrid approach results in larger 

high-frequency responses. We interpret this as a consequence of the spectral 

characteristics of the SVF assumed in the hybrid models (box-car with a rise time of 1 

sec). We checked this by calculating ground motions from the hybrid models assuming a 

rise time = 2  sec, and observe a systematic decrease especially in the high-frequency 

amplitudes (Figure 6.10). This also suggests that the SVF obtained from our dynamic
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modeling might be too smooth to correctly predict the short-period response. Moreover, 

many near-source stations are concentrated around epicentral regions, where the radiation 

is largely affected by long rise-time areas. Guatteri and Spudich (2000) showed that a 

dynamic model having a short slip-weakening distance is characterized by more peaked 

SVFs compared to a corresponding model with a longer Dc, which, in turn, results in 

larger high-frequency ground motion amplitudes. To test this idea, we have computed 

response spectra from a dynamic model having the same slip, static stress drop and 

fracture energy distributions as in model B, but with a shorter Dc (about a half of the 

original value). The comparisons of the simulated response spectra from the long- and 

short-Dc dynamic models are shown in Figure 6.11. Notice that at a period of 0.7 sec the 

short Dc model results in systematically larger response spectra amplitudes, especially at 

the medium-large distances. We can argue that even shorter Dc would result in larger 

high-frequency amplitudes. Even though it is beyond the scope of this study, these 

results encourage the analysis of high-frequency spectra to help constrain rupture 

dynamics.

6.5.1 Implications for Strong-Ground Motion Prediction

This study shows that the inclusion of variability in all the relevant source 

parameters, such as slip, rupture velocity and SVF, may reduce the occurrence of 

systematic differences between the simulated ground motions and the empirical values at 

various periods. The improvement provided by the inclusion of heterogeneity in the 

rupture velocity is evident from the comparison between the hybrid and kinematic 

simulations. Variability in the rupture time distribution may be included in kinematic 

models through a generalization of Andrews’ result relating rupture speed to apparent 

fracture energy, stress drop, and crack length. The additional effects of variable SVF in 

the dynamic models are subtler and probably less evident due to our specific choice of 

rise time values in the kinematic and hybrid parameterizations. Figure 6.7 suggests that 

the assumption that a box-car describes the time dependence of slip after rupture is 

inadequate to realistically characterize the fault behavior. A truncated Kostrov function 

(e.g. Beroza and Spudich, 1988), overlapping triangles (e.g. Wald et al., 1991), or a 

cosine slip function (Cotton and Campillo, 1995) better describe the fault particle motion
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of a complex source. Furthermore, because both the slip rise time and SVF are not very 

well constrained in deterministic waveform modeling (e.g. Cotton and Campillo, 1995), 

non uniform rise time distributions would reduce the bias in the spectral content of 

simulated ground motions. The empirical relation between slip rise time and magnitude 

proposed by Somerville et al. (1998) determines a median rise time of about 1.5 s for a 

Mw 7 earthquake. Our results suggest that this value might be appropriate for the median 

value of a spatially variable width of the slip velocity function pulse (Figure 6.7).

The results of this study can be applied to develop more physically constrained 

kinematic source models for deterministic near-fault strong ground motion simulations. 

A more realistic and robust characterization of the rupture process, in combination with 

stochastic high-frequency simulations, has the potential to improve the modeling of near

fault ground motions. More realistic source characterization of scenario earthquakes 

should lead to more realistic ground-motion time histories, which in turn should improve 

our ability to predict the dynamic response of structures to near-fault ground motions.
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Figure 6.1. Fault and receiver locations. Stars indicate the hypocenters for the six different rupture models. 
The triangles indicate the locations of receivers.
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Figure 6.2. Distribution of kinematic and dynamic parameters on the fault plane (the star indicates the 
hypocenter location) for models A, B and C. Dynamic slip distribution (a), (b), and (c); static stress drop 
distribution (d), (e), and (f); fracture energy distribution (g), (h), and (i); rupture time distribution (1), (m), 
and (n); rise time distribution (o), (p), and (q). The static stress drop distributions are derived from slip 
realizations (kinematic slip) generated following the random-field model from Mai and Beroza (1999). The 
fracture energy distributions are prescribed by trial and error to obtain a subshear rupture speed. The 
dynamic slip, the rupture time and the rise time distributions are derived from our dynamic simulations.
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Figure 6-3. Contours of depth-averaged slip velocity as function of distance along strike and time for 
models A, B and C. The three reference lines have slopes corresponding to rupture speeds of 2 km/s, 3 
km/s, and 4 km/s. The average slope of the contours are representative of the average rupture velocity.
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Figure 6.4. Same as Figure 6.2 for models D l, D2 and D3. For these three models, the static stress drop 
distribution is the same as for model B. The stars indicate the hypocenter locations for the three models: at 
15 km, 20 km, 25 km from the left boundary of the fault at 11 km depth, respectively.
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Figure 6.5. Same as Figure 6.3 for models D l, D2 and D3. Note the different hypocenter location along 
strike.
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Figure 6.6. (a) Depth-averaged fracture energy for model B (continuous line) and model D3 (dashed line). 
The models have the same stress drop and slip distributions but different hypocenter locations (indicated by 
the stars). Relatively large values of fracture energy are present where it is necessary to slow down rupture 
propagation, (b) Dimensionless parameter dependent on fracture energy, stress drop, and crack length that 
controls the value of rupture velocity for a simple antiplane strain with uniform stress drop (Andrews, 
1976a). The similarity between the values calculated for model B and model D3 suggests that this 
parameter may still control rupture speed in a 3-D heterogeneous dynamic model.
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Figure 6.7. Slip-velocity histories (or source-time functions) obtained from the dynamic simulations of 
models B, D l, D2 and D3 (having the same slip distributions) at different positions along the strike o f the 
fault and at a depth of 7 km. The source-time functions for the four models correspond to the same position 
on the fault, and the stars indicate the hypocenter location along the strike for the respective model. Notice 
how, at a given point on the fault, the relative distance from the hypocenter affects the shape of the local 
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Figure 6.8a. Comparison o f simulated (circles) and empirical average horizontal spectral acceleration 
attenuation (solid line) o f Abrahamson and Silva (1997) for a M 7  strike-slip earthquake. Dashed line is the 
standard deviation of the empirical attenuation. The dynamic simulated values were obtained using the 
dynamic models A, B and C shown in Figure 6-2, and models D l, D2 and D3 shown in Figure 6.4; the 
hybrid and kinematic simulations were obtained as explained in Table 6.2. The spectral acceleration for the 
nodal stations (16-30 in Figure 6.1) is not shown here.
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Figure 6-8b. See caption of Figure 6.8a.
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Figure 6.9a. Comparison of simulated fault-normal horizontal component (circles) and empirical 
attenuation (solid line) of Abrahamson and Silva (1997) for a M 7 strike-slip earthquake. Only the 
simulated values at the nodal stations 16-30, for which the directivity effects are the largest, are shown.
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Figure 6.10. Effect of a longer rise time. Comparison o f  empirical average horizontal spectral acceleration 
attenuation (solid line) o f Abrahamson and Silva (1997) for a M 7 strike-slip earthquake with simulated 
values from hybrid models with a rise time of 1 sec (circles) and 2 sec (squares). Only the non-nodal 
stations are shown. The amplitudes of the 2 sec models are systematically lower than those of the 1 sec 
models.
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Figure 6.11. Effect of a shorter slip-weakening distance (d j. (a) Comparison of empirical average 
horizontal spectral acceleration attenuation (solid line) of Abrahamson and Silva (1997) for a M 7 
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(circles) and with a shorter d,. (squares), (b) Same as (a) for the fault-normal component at the nodal 
stations.
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