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Abstract We have successfully applied full-3-D tomography (F3DT) based on a combination of the
scattering-integral method (SI-F3DT) and the adjoint-wavefield method (AW-F3DT) to iteratively improve a
3-D starting model, the Southern California Earthquake Center (SCEC) Community Velocity Model version
4.0 (CVM-S4). In F3DT, the sensitivity (Fréchet) kernels are computed using numerical solutions of the 3-D
elastodynamic equation and the nonlinearity of the structural inversion problem is accounted for through an
iterative tomographic navigation process. More than half-a-million misfit measurements made on about
38,000 earthquake seismograms and 12,000 ambient-noise correlagrams have been assimilated into our
inversion. After 26 F3DT iterations, synthetic seismograms computed using our latest model, CVM-S4.26,
show substantially better fit to observed seismograms at frequencies below 0.2 Hz than those computed
using our 3-D starting model CVM-S4 and the other SCEC CVM, CVM-H11.9, which was improved through
16 iterations of AW-F3DT. CVM-S4.26 has revealed strong crustal heterogeneities throughout Southern
California, some of which are completely missing in CVM-S4 and CVM-H11.9 but exist in models obtained
from previous crustal-scale 2-D active-source refraction tomography models. At shallow depths, our model
shows strong correlation with sedimentary basins and reveals velocity contrasts across major mapped
strike-slip and dip-slip faults. At middle to lower crustal depths, structural features in our model may provide
new insights into regional tectonics. When combined with physics-based seismic hazard analysis tools, we
expect our model to provide more accurate estimates of seismic hazards in Southern California.

1. Introduction

Seismic waveforms generated by natural sources and recorded by modern seismometers carry rich
information about Earth’s internal structure. The latest tool for assimilating this information into seismic
velocity models is fully three-dimensional (3-D) waveform tomography [e.g., Tarantola, 1988; Tromp et al.,
2005; Chen et al., 2007a, 2007b; Ben Hadj Ali et al., 2009a, 2009b; Chen, 2011; Fichtner, 2011; Lekic and
Romanowicz, 2011; Liu and Gu, 2012; Colli et al., 2013; Fichtner et al., 2013; French et al., 2013; Prieux et al., 2013;
Schiemenz and Igel, 2013]. Full-3-D tomography (F3DT) accounts for the physics of wave excitation and
propagation by numerically solving the inhomogeneous equations of motion for a heterogeneous, anelastic
solid [Olsen et al., 1995; Komatitsch and Tromp, 1999; Cui et al., 2010; Peter et al., 2011]. The starting model
is 3-D, and the Fréchet (sensitivity) kernels are calculated using the full physics of 3-D wave propagation
[Zhao et al., 2005, 2006; Tromp et al., 2005; Liu and Tromp, 2006]. F3DT can employ any functional of the
seismogram as observable, including frequency-dependent phase and group delays of earthquake waveforms
[Gee and Jordan, 1992] and two-station correlagrams of the ambient seismic field [Tromp et al., 2010; Chen et al.,
2010; Xu et al., 2013]. F3DT accounts for the nonlinearity of the structural inverse problem through iterated
cycles of forward simulation, data measurement, kernel calculation, and inversion.

Advances in high-performance computing have recently enabled the application of F3DT to large regional
and global data sets [Chen et al., 2007b; Tape et al., 2010; Zhu et al., 2012]. This paper describes how F3DT was
used to assimilate more than a half-million measurements from earthquake waveforms and ambient-noise
correlagrams to image the 3-D crustal structure of Southern California. We started with the Community
Velocity Model of the Southern California Earthquake Center, version 4.0 (SCEC CVM-S4), and conducted 26
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iterations using two complementary methods for F3DT inversion: the adjoint-wavefield (AW) technique
[Tarantola, 1984, 1988; Pratt, 1990; Pratt et al., 1998; Akcelik et al., 2002, 2003; Tromp et al., 2005; Liu and Tromp,
2006] and the scattering-integral (SI) technique [Zhao and Jordan, 1998; Katzman et al., 1998; Zhao et al., 2005,
2006; Chen et al., 2007a, 2007b].

Though these methods are built on exactly the same physics, each has its own computational advantages
and drawbacks [Chen et al., 2007a]. Here we report how “tomographic navigation” through sequential
inversion steps using both techniques can assimilate data sets of increasing precision and size. The result is
CVM-S4.26, a 3-D velocity model with unprecedented resolution of the crustal features throughout
Southern California.

Southern California is nearly ideal as a natural laboratory for constructing and validating F3DT models. More
than 200 Myr of intense tectonic activity [Burchfiel et al., 1992] has led to a highly heterogeneous crust. At
shallow levels (≤2 km depth), the seismic velocities have been observed to vary by more than 50% [Magistrale
et al., 2000; Süss and Shaw, 2003]. The most extreme variations, in particular, the deep basins of low-velocity
sediments, are controlled by active faulting. Many of the basin structures, especially in the Los Angeles
region, are constrained by geological mapping, seismic activity, and the extensive sets of well logs and
active-source surveys collected during petroleum exploration [Süss and Shaw, 2003; Plesch et al., 2007].
Conformance to known shallow features provides a critical test of any velocity model, and it is an essential
validation step for those intended for earthquake simulation.

A major goal of this study was to improve the accuracy of earthquake simulations for use in physics-based
seismic hazard models [Graves et al., 2010]. On the scale of Southern California, the overall fidelity of
CVM-S4.26 to known crustal structure is significantly better than the CVM-S4 starting model and the other
SCEC community velocity model, CVM-H11.9 [Tape et al., 2009, 2010; Plesch et al., 2011]. We also show that
some peculiar features of the middle- and lower-crust, including interesting velocity reversals, are consistent
with the limited structural samples provided by refraction seismology.

Small- to medium-sized earthquakes are common in Southern California. Since the mid-1980s, this seismicity
has been recorded by broadband digital seismometers of Southern California Seismic Network (SCSN)
[Hauksson et al., 2001], which numberedmore than 200 at the time of this study (Table A1), as well as occasional
temporary seismographic deployments [e.g., Gilbert et al., 2007]. Here we describe an iterated sequence of data
measurements that targeted frequency-dependent phase and group delays of both earthquakewaveforms and
ambient-noise correlagrams. The data iteration features inversions for the centroid-moment tensors (CMTs) of
the earthquake sources at various points in the velocity-structure iterations. In total, about 5,883,146
measurements were inverted through all iterations; the final (26th) structural inversion operated on 513,000
data points from 50,500 seismograms (Appendix A). This data set is comparable to the largest inverted in
published global [e.g., Kustowski et al., 2008] and regional [e.g., Schaeffer and Lebedev, 2014] tomographic
studies. The source-receiver paths for earthquake and ambient-noise recordings are highly complementary,
together providing a dense and fairly even coverage throughout the entire modeling domain (Figure 1).

2. SCEC Community Velocity Models of Southern California

Over the past 20 years, SCEC researchers have developed two 3-D “community” velocity models of Southern
California, CVM-S and CVM-H. Each model has been refined through a series of releases. CVM-S was established
by Magistrale et al. [2000], who embedded rule-based seismic velocity models of major Southern California
basins, derived primarily from well log data [Magistrale et al., 1996], within a background tomographic model
constrained by regional traveltimes [Hauksson, 2000]. CVM-S was later improved by adding a high-resolution
“geotechnical layer,” a laterally varying Moho depth determined from receiver functions [Zhu and Kanamori,
2000], and an upper mantle seismic velocity model [Kohler et al., 2003]. The latest version, which revised
structures for the Salton Trough and San Bernardino Valley, was released as CVM-S4.

The CVM-H series has been developed primarily by researchers from Harvard University, beginning with Süss
and Shaw [2003]. They determined basin structures from an extensive set of sonic logs and seismic reflection
profiles collected by the petroleum industry, which they also embedded within Hauksson’s [2000]
tomographic model. The latest version, CVM-H11.9.1, released in December 2012, includes a geotechnical
layer based on shear velocities averaged over the upper 30m (VS30) [Ely et al., 2010], a Moho interface by
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Yan and Clayton [2007], and an upper mantle structure from finite-frequency teleseismic surface-wave
tomography [Prindle and Tanimoto, 2006]. Notably, CVM-H11.9.1 incorporated the crustal structure obtained
by Tape et al. [2009, 2010] from 16 AW-F3DT iterations of low-frequency earthquake waveform data. The
CVM-H series is the velocity model native to SCEC’s Unified Structural Representation, which also comprises
the SCEC Community Fault Model [Plesch et al., 2007].

The initial application of F3DT to the Los Angeles region [Chen et al., 2007b] showed that synthetic seismograms
computed using either CVM-S or CVM-H provided substantially better fits to observed seismograms than
synthetics computed using either a 1-D regional velocity model [e.g., Hadley and Kanamori, 1977] or sets of
path-averaged 1-D models. Synthetics computed using the inverted model, LAF3D, provided substantially
better fit to observed waveforms than those computed using the 3-D starting model, CVM-S, and the
inversion brought the Los Angeles Basin structure more into agreement with that in CVM-H.

In this study, we initiated our F3DT iterations using CVM-S4 as a starting model, which we represented on
a regular grid with 500 m node spacing. We updated the two Lamé parameters in each iteration. The density
model and the Moho depth were not perturbed during the iterations, and the anelastic attenuation was
not included. Solutions of the 3-D inhomogeneous wave equation were obtained using the fourth-order,
staggered-grid, finite-difference code developed by Olsen [1994], Olsen et al. [1995], Marcinkovich and Olsen
[2003], and Cui et al. [2009]. The details of our wave-equation solver are documented in Appendix B.

3. F3DT Formulation

In full-3-D tomography (F3DT), information from a collection of observed seismograms uobs is assimilated
into a discretized structural model m through a finite series of finite perturbations:

mkþ1 ¼ mk þ Δmk ; k ¼ 0; 1; 2;…; K : (1)

Figure 1. Distributions of the 160 earthquakes and 258 seismic stations used in this study. Red circles: epicenters of the earth-
quakes; beach balls: focal mechanisms of the earthquakes; white triangles: permanent broadband stations; white squares:
temporary broadband stations; solid line magenta box: region of our F3DT study; dash linemagenta box: region of the adjoint
tomography conducted in Tape et al. [2009, 2010]; background color: regional topography; black solid lines: major faults.
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During the kth iteration, we use the best available model mk to calculate synthetic seismograms uk, and we
characterize the differences between uobs and uk by a set of differential waveform measurements dk=d
(uobs,uk). The components of d are generally nonlinear functionals of the seismograms, such as the frequency-
dependent phase and group delays of body waves and surface waves [Gee and Jordan, 1992; Lee and Chen,
2013]. Because multiple measurements are typically made on several waveforms per seismogram, dk is much
larger than uk, and its size increases with k as more measurements are included in the inverted data set.

The model perturbation Δmk is constructed by minimizing a quadratic objective function that measures the
waveformmisfit relative to a positive-definite data covariance matrix Cd plus the perturbation size relative to
a positive-definite model covariance matrix Cm:

χ2 m;mkð Þ ¼ dT m;mkð ÞC�1
d d m;mkð Þ þ m�mkð ÞTC�1

m m�mkð Þ: (2)

Here the data are written as functionals of the approximate modelmk and the target modelm, which we take
to be the data-generating model for uobs (or, more precisely, the best representation of the data-generating
model within the considered model space). We can expand this objective function about mk using the
Jacobian Ak= ∂dk/∂mk, i.e., the matrix whose rows are the discretized Fréchet derivatives of the data
functionals with respect to the model. To second order, the results are

χ2 m;mkð Þ ≃ χ2k þ ak m�mkð Þ þ 1
2

m�mkð ÞTHk m�mkð Þ: (3)

The constant χ2k ¼ χ2 mk ;mkð Þ vanishes if d(mk,mk) = 0. The linear and quadratic terms are given in terms of
the data-weighted Fréchet kernel:

ak ≡ ∇mkχ
2 m;mkð Þ ¼ �AT

kC
�1
d d m;mkð Þ (4)

and the Hessian

Hk ≡ ∇mk∇mk χ
2 m;mkð Þ ¼ AT

kC
�1
d Ak þ C�1

m þ ∇mkAkð ÞTC�1
d d m;mkð Þ: (5)

In the adjoint-wavefield implementation of full-3-D tomography (AW-F3DT), we solve for the data-weighted
Fréchet kernel by integrating the seismic wavefield against an adjoint wavefield. The adjoint source used
in this back propagation is obtained by replacing the data functional vector d(m,mk) with its observed
value dk [Tarantola, 1988; Akcelik et al., 2003; Tromp et al., 2005]. We then follow Tromp et al. [2005] and
estimate Δmk by a conjugate-gradient method.

In the scattering-integral implementation (SI-F3DT), we calculate the full Jacobian Ak and approximate the
Hessian by neglecting its third term. We minimize the objective function by setting its gradient with respect
to the target model m equal to zero:

∇mχ2 m;mkð Þ ¼ ak þ Hk m�mkð Þ ¼ 0: (6)

Substituting dk for d(m,mk) leads to an equation for the model perturbation:

AT
kC

�1
d Ak þ C�1

m

� �
Δmk ¼ AT

kC
�1
d dk : (7)

The solution to this equation can be obtained from the equivalent linear system:

C�1=2
d Ak

C�1=2
m

" #
Δmk ¼ C�1=2

d dk

0

" #
(8)

using an efficient, parallelized version of the LSQR algorithm [Lee et al., 2013].

The computational costs of the AW-F3DT and SI-F3DT algorithms have been compared in Chen et al. [2007a].
Per iteration, AW-F3DT is usually more computationally efficient when the number of receivers is much
larger than the number of sources. The disk storage costs of AW-F3DT, as well as the associated input/output
(I/O) overhead, are usually small. Per iteration, SI-F3DT is usually more computationally efficient when
the number of sources is comparable to or larger than the number of receivers. The disk and I/O costs of
SI-F3DT are typically much higher than those of AW-F3DT, although they are now affordable with the high
storage capacity and I/O speed of modern supercomputers. The peak disk storage during our SI-F3DT
iterations in our Southern California modeling was about 39 Tb.
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The key advantage of SI-F3DT is its rapid convergence rate, which can approach quadratic when the Hessian
is dominated by the first term in equation (5) and the iteration scheme becomes approximately Newton
[Chen et al., 2007a]. In comparison, the conjugate-gradient iteration scheme of AW-F3DT converges only
linearly and thus typically requires many more iterations to reach an optimal solution [Nocedal and Wright,
2006]. The details of our computational implementation are described in Appendix C.

4. Tomographic Navigation

F3DT is a nonlinear, iterative inversion process that requires hands-on navigation through the model space in
order to reach a near-optimal structural model. This tomographic navigation process can be controlled
through careful conditioning of the waveform data, the appropriate choice of different types of misfit
measurements, and the proper choice of the AW or SI method. The majority of the seismograms used in our
Southern California study came from SCSN recordings of local small- to medium-sized earthquakes. Errors in
the CMTs used in computing synthetic seismograms can bias the waveform data. Therefore, at various stages
in the tomographic navigation, we inverted the waveform data for the CMTs of the earthquakes used in
subsequent iterations. The tomographic navigation that produced CVM-S4.26 is summarized in Figure 2.

4.1. Choice of Tomographic Method

At each iteration, we based our choice of the SI or the AWmethod on a qualitative assessment of their relative
convergence rates and computational costs. The Hessian approximation can be poor when the starting
model is far removed from the optimal model. In such situations, the convergence rate of the SI algorithm
approaches that of the AW algorithm, and the gain from constructing the approximate Hessian may not
justify its computational costs. For this reason, we used the AW method in most of the earlier iterations
(Figure 2). An exception was our application of the SI method in the first two iterations, when the number of
data was small and the computational cost was low.

As we improved the structural model, the synthetic seismograms were capable of fitting more of the observed
waveforms, andwewere able to increase the number and quality of the inverted data. At iteration 21, we switched
from the AW method to the SI method, which accelerated the convergence rate by a factor of about 16 (i.e., the
misfit reduction increased by 16 times compared with the previous iteration) (Figure 2). This increased the
peak disk storage from about 200Gb to about 39Tb, whichwasmainly used for storing the source-side strain fields
used in the SImethod (Appendix C). In Chen et al. [2007b], the SI implementationwas based on storing the receiver-
side Green’s tensors (RSGTs) [Zhao et al., 2005, 2006]. In cases where the number of receivers is larger than the
number of sources, storing the source-side strain fields instead of the RSGTs can significantly reduce storage costs.

4.2. Data Measurement and Inversion

We measured waveforms on two types of seismogram, SCSN recordings of regional earthquakes, ranging in
moment magnitude from 3.3 to 5.7 in year 1998 to 2012, and two-station correlagrams obtained by cross
correlating and stacking vertical component recordings of ambient noise at permanent and temporary seismic
stations in Southern California. The initial screening and preprocessing of seismograms, as well as the ambient-
noise stacking, are documented in Appendix A. The correlation of the ambient seismic field is known to be a
reliable estimate of the surface-wave Green’s function between two seismic stations [e.g., Rickett and Claerbout,
1999; Lobkis and Weaver, 2001; Derode et al., 2003; Weaver and Lobkis, 2004; Snieder, 2004; Wapenaar, 2004;
Snieder et al., 2007]. In this study, we use the vertical-to-vertical component of the Green tensor, and we refer to
them as ambient-noise Green’s functions (ANGFs). The ambient seismic noise sources have to be uniformly or
optimally oriented to guarantee accuracy of the amplitude and phase measurements. We use the processing
described in Prieto et al. [2009] and Lawrence and Prieto [2011] that successfully retrieved phase and amplitude
measurements for Southern California and the western U.S. In Southern California, the most energetic noise
sources come form the Pacific Ocean [Stehly et al., 2006], and we average the ANGFs causal and anticausal sides
to reduce the directional source distribution effects. While numerical approaches predict large uncertainties in
the retrieved estimates of the Green’s function [Tsai, 2011; Fichtner, 2014], in practice, the effect of multiple
scattering in crust improves that assumption of uniformity.

In the earlier iterations, we measured only waveforms corresponding to the main low-frequency seismic
phases, i.e., P (or Pnl), S, and surface waves on the earthquake seismograms, and surface waves on the
ambient-noise correlagrams. Other distinct waveforms were included in the later iterations; their Fréchet
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kernels often exhibit complex 3-D wave propagation effects, such as multipathing and nongeometrical
reflections and refractions.

Our data set comprised several types of data-synthetic phase misfits, which we measured using the
generalized seismological data functional (GSDF) procedures described by Gee and Jordan [1992], Chen et al.

(a)

(b) (c)

Figure 2. (a) Red solid line with circles: the relative waveform misfit (RWM) for a set of waveforms selected for monitoring
the improvements of our model. Vertical bars: the number of misfit measurements used in each iteration. Colors of the
vertical bars indicate the different types of the misfit measurements used. Vertical dash lines separate iterations carried out
using the AW method from those carried out using the SI method. Black arrows indicate the iterations in which CMT
inversions were performed or ambient-noise correlagrams were included. The number of earthquakes used in each
iteration is shown following “E#=.” (b) Source-receiver paths for the 4671 earthquake waveforms used for monitoring the
RWM reduction. Black stars: earthquake epicenters; red triangles: broadband stations. (c) Interstation paths for the 3176
Rayleigh waves on the ambient-noise correlagrams (Appendix A) used for monitoring the RWM reduction. Black triangle:
stations used as virtual sources; red triangles: stations used as receivers. The source-receiver paths for these selected
waveforms are shown as green solid lines in Figures 2b and 2c.
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[2007b], and Lee and Chen [2013]. Each observed waveform was cross correlated with a synthetic waveform
(isolation filter), windowed near zero lag, narrowband filtered, and fit with a Gaussian wavelet to obtain the
frequency-dependent phase delays ΔTp(ωk) and group delays ΔTg(ωk). The measurements were typically
made for a set of frequencies {ωk} spaced at 0.01 Hz from 0.02 Hz to 0.20Hz (Appendix A). For each waveform,
we also measured the peak of the unfiltered cross-correlation function, which gives the “broadband” delay
time ΔTc, i.e., the phase delay of the observed waveform relative to the synthetic averaged across the full
bandwidth of the waveform [Sipkin and Jordan, 1980; Luo and Schuster, 1991; Tanimoto, 1995; Zhao and
Jordan, 1998; Dahlen et al., 2000]. We calculated the Fréchet kernels for different measurement types using
the appropriate seismogram perturbation kernels [Chen et al., 2007a, 2007b, 2010], as described in
Appendix D.

In earlier iterations, the synthetics were poorly aligned with the observed waveforms, especially in regions
where the 3-D structure of the CVM-S4 starting model was relatively unconstrained (e.g., north and east of
the Los Angeles region). We therefore found it more efficient to restrict the inverted data to the broadband
delay times from the earthquake seismograms (earthquake broadband phase delays, abbreviated EBP) and
ambient-noise correlagrams (ambient-noise broadband phase delays, abbreviated ABP). In iterations 7–14,
we added sets of frequency-dependent group delays from the ambient-noise correlagrams (AFG). Beginning
with iteration 15, after the large kinematic errors had been corrected, we switched to inverting much larger
sets of earthquake frequency-dependent phase delays (EFP) and ambient-noise frequency-dependent phase
delays (AFP). A noise model for the frequency-dependent phase delays is documented in Appendix E.

We also measured, but did not invert, the amplitudes of the observed waveforms relative to the synthetics,
which we expressed as frequency-dependent amplitude-reduction times, ΔTq(ωk) in the notation of Gee and
Jordan [1992] and Chen et al. [2007b]. These measurements, along with the relative waveform misfit (RWM)
(equation (9)) of the control data set shown in Figures 2b and 2c, were used to monitor improvements in the
predicted waveforms.

4.3. CMT Inversions

The 160 earthquakes used in our study were well recorded by three-component broadband seismic stations
of SCSN. The CMT solutions for the earthquakes were revised at selected iterations by applying the fast
waveform-inversion technique of Lee et al. [2011]. Synthetic Green’s functions were computed to 0.2 Hz from
the updated crustal model by a reciprocity-based finite-differencemethod [Zhao et al., 2006], and the optimal
CMT parameters were found using a hierarchical grid-search algorithm that minimized the traveltime and
amplitude differences for a selected set of observed waveforms. Figure 1 shows our revised locations and
source mechanisms for all earthquakes used in our study.

In the earlier iterations, we mainly used ABP and AFG for improving the crustal model (Figure 2a). At iteration
15, CMT solutions for 100 earthquakes were revised using the updated crustal model, CVM-S4.14. EFP on the
waveforms of these earthquakes were included to improve our crustal model in subsequent iterations. CMT
revisions for 135 and 160 earthquakes were carried out at iteration 18 and 21 using CVM-S4.17 and
CVM-S4.20, respectively. Our revised CMT solutions were generally consistent with the solutions provided by
SCSN and provided better fit to the observed waveforms [Lee et al., 2011].

5. Model Description

At shallow depths, CVM-S4.26 shows excellent correlation with surface geology. On the 2 km depth S wave
velocity map (Figure 3a), the most significant low-velocity anomaly is associated with the Southern San
Joaquin Basin (SSJB) [Bailey et al., 1970; Ingersoll, 1982], which is mostly missing in both CVM-S4 and
CVM-H11.9 but well imaged in our model. To the west of the SSJB, our model shows low-velocity anomalies
associated with the Santa Maria Basin [e.g., Hall, 1991], the Cuyama Basin [e.g., Davis et al., 1988], and an
intermediate- to high-velocity anomaly associated with surface exposures of the Salinian basement rocks
[e.g., Jennings, 1977; Ducea et al., 2009]. To the east of the SSJB, our model shows a high-velocity belt in the
western Sierra Nevada foothills, which is correlated with magnetic and gravity anomalies (Figure 3b). This
high-velocity belt corresponds to a series of well-exposed ring-dike complexes, which appear to be the roots
of Early Cretaceous basalt-andesite volcanic centers [Mack et al., 1979; Saleeby and Sharp, 1980; Clemens-Knott
and Saleeby, 1999; Clemens-Knott et al., 2000]. To the east of the Sierra Nevada Fault zone, along the Owens
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(a)

(b)

Figure 3. (a) Swave velocities at (top) 2 km, (middle) 10 km, and (bottom) 20 km depths in (left) CVM-S4, (middle) CVM-S4.26, and (right) CVM-H11.9. The color bar on the
upper left corner of each plot shows the range of the color scale with red indicating relatively slow Swave velocities and blue indicating relatively fast Swave velocities.
Green dash line boxes on right column indicate the tomography region of Tape et al. [2009, 2010]. Black solid lines show major faults in Southern California. Numbers
shown in the top row, middle column indicate locations of some geological features. 1: Southern San Joaquin Basin (SSJB); 2: Santa Maria Basin; 3: Salinian basement
outcrop; 4: Cuyama Basin; 5: Ring-dike complexes; 6: Long-Valley Caldera; 7: Big Pine Volcanic Field; 8: Owens Lake; 9: IndianWells Valley (China Lake); 10: Searles Lake; 11:
Santa Barbara Channel; 12: Antelope Valley; 13: Santa Monica Basin; 14: Catalina Schist outcrop; 15: San Bernardino Basin; 16: Peninsular Ranges Batholith. (b) Bouguer,
isostatic, and magnetic anomaly maps within our tomography region. White solid lines showmajor faults. The gravity andmagnetic data were downloaded from http://
www.uwgb.edu/dutchs/StateGeophMaps/CalifGphMap.HTM.
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Valley, our model shows a sequence of low-velocity anomalies associated with the Long-Valley Caldera, the
Big Pine Volcanic Field, the Owens Lake, the Indian Well’s Valley, and the Searles Lake. The Ventura Basin
and the offshore Santa Barbara Channel both lie in a structural downwarp of a major fold-and-thrust belt
[e.g., Keller, 1990], and our model shows that the low-velocity anomaly associated with the Ventura Basin in
CVM-S4 has been extended offshore into the Santa Barbara Channel in CVM-S4.26 (Figure 3a). Our model also
shows low-velocity anomalies associated with the offshore basins, such as in the Santa Monica Basin, the San
Pedro Basin, the Catalina Basin, the Gulf of Catalina, and the San Diego Trough. The intermediate- to
high-velocity anomaly on the Santa Catalina Island might be associated with the uplifted Catalina Schist
[e.g., Woodford, 1924; Bailey, 1941; Platt, 1975; Legg, 1991]. In the Mojave Desert, our model shows lower
velocities in the Antelope Valley than CVM-S4 and CVM-H11.9. The velocities in the San Bernardino Basin are
also lower in our model than in CVM-S4 and CVM-H11.9. The high-velocity anomaly associated with the
Peninsular Ranges Batholith is well correlated with magnetic and gravity anomalies (Figure 3b).

At middle to lower crustal depths, CVM-S4.26 reveals correlation with the different tectonic provinces in
Southern California. The significant differences among different tectonic units can be seen on their laterally
averaged velocity profiles (Figure 4). The averaged velocity profiles in SSJB (Figure 4a) show a relatively high
velocity body right beneath the low-velocity basin, and this feature is also imaged by the active-source 2-D
tomographic results (Figure 7) [Fliedner et al., 2000] and might be interpreted as the Great Valley Ophiolite [e.g.,
Godfrey and Klemperer, 1998]. Beneath the eastern edge of the SSJB and the ring-dike complexes in the western
Sierra Nevada foothills, a very high velocity volume (Vs> 4.0 km/s; Vp> 7.0 km/s) appear in the middle to lower
crust (Figure 4b) and this feature is also consistent with the gravity and magnetic anomalies (Figure 3b). One
possibility is that this high-velocity volume belongs to the western mafic part of the Sierra Nevada batholith of
Early Cretaceous [Saleeby et al., 2003]. In eastern Sierra Nevada (Figure 4c), the averaged velocity profiles show
relatively low velocities (Vs< 3.75 km/s; Vp< 6.5 km/s) in middle to lower crust, which is consistent with a
negative Bouguer gravity anomaly in this region (Figure 3b). In CVM-S4.26, the western (Figure 10) and the
eastern Mojave (Figure 4d) separated by the Eastern California Shear Zone show very different velocity profiles,
which is consistent with the Bouguer gravity anomalies in the Mojave regions (Figure 3b). The middle to lower
crustal velocities in the eastern Peninsular Ranges (Figure 4e) are lower than those in the western Peninsular
Ranges region (Figure 4f), which is correlatedwith the gravity andmagnetic anomalies in this region (Figure 3b).
A more detailed geological interpretation of our crustal model will be documented in a separate paper.

6. Model Assessment

In our tomographic navigation process, only phase misfits were inverted. However, synthetic seismograms
computed using CVM-S4.26 show remarkable fit to both the phases and the amplitudes of observed
waveforms. We measure the difference between the observed waveform uobs(t) and its corresponding

synthetic waveform u(t) within the time window tk ; t′k
� �

using the relative waveform misfit (RWM) [e.g., Zhu

and Helmberger, 1996]:

RWMk ¼
∫
t′k

tk

uobs tð Þ � u tð Þ½ �2dt
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∫
t′k

tk

uobs tð Þ½ �2dt∫
t′k

tk

u tð Þ½ �2dt

vuuut
; (9)

where the time windows tk ; t′k
� �

were those used in the 26th iteration. Roughly speaking, RWM< 1 indicates a
good waveform fit, whereas RWM> 1 indicates a poor fit [Lee et al., 2014]. We computed the RWMs for 43,496
earthquake waveforms, 10,853 Rayleigh waves on ANGF-high ambient-noise correlagrams, and 12,581
Rayleigh waves on ANGF-low ambient-noise correlagrams. We computed the average RWM at a station by
averaging the RWM values over all (up to 3) components at that station, all earthquakes recorded by that
station and all ambient-noise correlagrams involving that station. The maps shown in Figure 5 were obtained
by interpolating the average RWMs at all the stations used in our study. Histograms of the RWMs for all
earthquake seismograms, all ANGF-high, and all ANGF-low are plotted below the maps for each CVM.
Labeled on each histogram are its median value (mRWM) and median absolute deviation (MAD), statistics
that provide robust measures of the location and spread of a univariate distribution [Hoaglin et al., 1983].
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Figure 4. Laterally averaged velocity-depth profiles for different tectonic provinces in Southern California. The velocity profiles for western Mojave (dash line in the
map) are shown in Figure 10. The velocity profiles for regionsmarkedwith letter “a” to “f” on themap are shown as black solid lines on the plots labeled with the same
letters. The gray zones on the velocity profile plots show the ranges of one standard deviation.

Journal of Geophysical Research: Solid Earth 10.1002/2014JB011346

LEE ET AL. ©2014. American Geophysical Union. All Rights Reserved. 6430



Synthetics computed using CVM-S4.26 provide significantly better fit to all observed waveforms throughout
the entire Southern California than synthetics computed using the other two CVMs. Synthetics computed
using CVM-H11.9 provide better fits than those computed using CVM-S4. For all three CVMs, the fits to
ANGF-low are better than the fits to ANGF-high and earthquake seismograms. Examples of observed and
synthetic seismograms for selected source-receiver paths are shown in Figure 6. We point out several
paths crossing major basins, such as those from 14095628 to SCZ2 and SDD, from 14155260 to STS, from
10215753 to CTC, and from 9854597 to SRN. For these paths, CVM-S4.26 provides substantially better fits than
the other two models.

The complete inversion process is highly nonlinear, but within each iteration, we are solving a linearized
problem, which allows us to use linear theory for model appraisal at the estimated model “locally.” In
Appendix F, we show checkerboard tests computed using the approximate Hessian of the 26th iteration. The
results of the checkerboard tests show that the smallest scale that our 26th iteration can resolve is about
5 km. The highest resolution is around the center of our tomography region from about 1 km depth to about
25 km depth. However, we note that the results of the checkerboard tests may underestimate the resolution
of the full nonlinear inversion because the nonlinear constraints imposed by the waveforms are usually much
stronger than linear constraints imposed by the phases.

Figure 5. (a–c) The interpolated averaged RWM maps for CVM-S4, CVM-S4.26, and CVM-H11.9 and the histograms of the RWM for earthquake waveforms and for
Rayleigh waves on ANGF-high and ANGF-low ambient-noise correlagrams. MAD: median absolute deviation; mRWM: median RWM. Warm colors indicate better
fits. White solid line box: our tomography region; white dash line box: the tomography region of Tape et al. [2009, 2010].
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Figure 6. Examples of (top) vertical, (middle) radial, and (bottom) transverse component observed seismograms (black lines) and the corresponding synthetics
(red lines) computed using (left) CVM-S4, (middle) CVM-S4.26, and (right) CVM-H11.9. The source-receiver paths for the selected waveform examples are shown in
the upper left plot. Red stars: earthquake epicenters; blue triangles: receivers.
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6.1. Comparisons With Active-Source Studies

A pragmatic approach for model assessment is to compare models obtained using different data sets and/or
different methodologies. The agreement or disagreement among those models can be used to assess the
reliabilities of different features in those models. Active-source studies usually have much higher data
densities along survey profiles than our study. We can compare 2-D cross sections through the three CVMs
with active-source 2-D tomography models. We have compared with 14 active-source 2-D refraction
tomography models in Southern California. CVM-S4.26 has higher correlation coefficients than the other
2 CVMs for 10 out of the 14 refraction tomography models (Figures 7–9).

For crustal structure in the Coast Ranges, the SSJB, the Sierra Nevada, and the Basin and Ranges, we compare
with the seven active-source tomography models published in Fliedner et al. [2000] (Figure 7). The low-
velocity body associated with the SSJB extends down to about 8 km depth. A high-velocity body with
maximum Pwave velocity exceeding 7 km/s lies underneath most of the SSJB and the western Sierra Nevada
foothills. In CVM-S4.26, the western part of this high-velocity body is about 5–10 km thick, and its eastern part
is about 10–20 km thick. In the eastern Sierra Nevada, the P wave velocity at the middle and lower crustal
depths in CVM-S4.26 is relatively low (~6 km/s or less), which is consistent with the findings in Fliedner
et al. [2000].

In Figure 8, we compare 2-D cross sections through the three CVMs with the 2-D active-source refraction
tomography models along the two profiles of the Los Angeles Region Seismic Experiments, LARSE-I [Lutter
et al., 1999] and LARSE-II [Lutter et al., 2004]. Along the LARSE-I profile, underneath the San Gabriel Mountains
(SGM), a low-velocity body extends down to 7 km depth in both CVM-S4.26 and Lutter et al. [1999]. In
both models, an intermediate-velocity body (6–6.2 km/s) intrudes into the low-velocity body under the
SGM along the Vincent Thrust Fault. To the southwest of the SGM a high-velocity body (6.5–7 km/s) lies
underneath the San Gabriel Valley in both CVM-S4.26 and Lutter et al. [1999]. To the northeast of the SGM in
the Mojave Desert, both models have low velocities and sharp velocity gradients at shallow depth (<2 km)
and at about 6 km depth the P wave velocities in both models reach about 6.5 km/s.

Along the LARSE-II profile (Figure 8), the basin structures in Lutter et al. [2004] are much more consistent with
those in CVM-S4.26 than those in the other two CVMs. Compared with CVM-S4, the thicknesses of the
sedimentary basins in the San Fernando Valley and the Santa Clarita Valley are reduced in CVM-S4.26 and the
intermediate-velocity body that separates the two basins is enhanced in CVM-S4.26. The velocities inside the
Antelope Valley are reduced, and the low velocities associated with sediments at shallow depths are
extendedmore to the north in CVM-S4.26. In CVM-H11.9, the San Fernando Valley and the Santa Clarita Valley
are shown as a single large basin extending down to about 6–8 km depths; both the thickness and the shape
of the basin are inconsistent with those in Lutter et al. [2004]. The Pwave velocities inside the Antelope Valley
are too high and the velocities beneath the Antelope Valley are too low in CVM-H11.9.

The Salton Seismic Imaging Project (SSIP) carried out in March 2011 had seven active-source profiles crossing
different parts of the Salton Trough area [Rose et al., 2013]. Fuis et al. [2012] have shown preliminary P wave
velocity models for Lines 4, 5, and 6, Livers et al. [2012] have shown a model for Line 3, and Han et al. [2013]
have shown a model for Line 1. Comparisons along these five SSIP lines are shown in Figure 9. Along Line 1,
an intermediate-velocity layer with P wave velocity ranging from 6.5 km/s to 6.7 km/s lies under the
sedimentary layer in both CVM-S4.26 and Han et al. [2013]. In CVM-S4 and CVM-H11.9, the velocities are too
high under the Coachella Valley at 5–10 km depth. In Han et al. [2013], a northwest dipping reflector lies at
about 20–23 km depth under the Coachella Valley, which may correspond to the sharp velocity gradient from
about 6 km/s to 6.7 km/s at about the same location in CVM-S4.26. Lines 4, 5, and 6 are much shorter than
Line 1, and resolutions of the three CVMs along these three lines are much lower than those in Fuis et al. [2012].
But in general, we observe better agreement in both the shape and the average velocities of the Coachella
Valley between CVM-S4.26 and the active-source models. Along Lines 4 and 5, the asymmetry of the basin is
consistent between CVM-S4.26 and Fuis et al. [2012]. Along Line 6, the lateral average velocities at shallow
depths (<4 km) in CVM-S4.26 are more consistent with those in Fuis et al. [2012].

6.2. Conformance to Fault Structures

Our starting model CVM-S4 does not have faults explicitly built into the structural representation. However,
we observe strong velocity contrasts across many mapped faults in CVM-S4.26. These cross-fault velocity
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Figure 7. Cross sections of the P wave velocities in CVM-S4.26, CVM-S4, and CVM-H11.9 along the seven profiles shown in
Fliedner et al. [2000]. We digitized and recolored the 2-D refraction tomography models shown in Plate 1 in Fliedner et al.
[2000] using the same color scale as the 2-D cross sections of the CVMs with the permission from Simon Klemperer. Vertical
exaggeration on the 2-D models and the cross sections is 2.5. Black and white dash lines in this figure and Figures 8 and 9
highlight some of the structural features in the active-source refraction tomography models and their corresponding
positions in the cross sections of the three CVMs. The white boldface numbers on the cross sections of the CVMs show the
correlation coefficients with the corresponding 2-D refraction tomography models.
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Figure 8. Cross sections of the P wave velocities in CVM-S4.26, CVM-S4, and CVM-H11.9 along the (top) LARSE-II line and the (bottom) LARSE-I line at (left) shallower
and (right) larger depths. We digitized and recolored the 2-D tomography models of Lutter et al. [1999, 2004] with permission from Gary Fuis. The 2-D interpreted
reflection profiles from Fuis et al. [2003] were reproduced with permission from Gary Fuis. White solid lines on the cross sections of the three CVMs show the
locations of the interpreted faults in Fuis et al. [2003]. Vertical exaggeration is 2 on Figure 8 (left) and 1 on Figure 8 (right). The white boldface numbers on the cross
sections of the CVMs show the correlation coefficients with the corresponding 2-D refraction tomography models.
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Figure 9. Cross sections of the Pwave velocities in CVM-S4.26, CVM-S4, and CVM-H11.9 along five of the SSIP lines. We digitized and recolored the 2-D tomographymodels
of Fuis et al. [2012], Livers et al. [2012], and Han et al. [2013] with the permission from Gary Fuis and John Hole. The vertical exaggeration is 2 for line L1 and 1 for other lines.
The white boldface numbers on the cross sections of the CVMs show the correlation coefficients with the corresponding 2-D refraction tomography models.
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variations introduced through our tomographic navigation process can serve as an independent verification
of our model and also provide a rough estimate of the lower bounds of our model’s resolution in some areas.

In CVM-S4.26, from 16 km to 24 km depth, the San Andreas Fault (SAF) is a sharp boundary between the
relatively low velocities in the Salinian block and the intermediate to high velocities under the southern
San Joaquin Basin (SSJB) (Figure 3a). This velocity contrast is shown as a bump on the 6.5 km/s contour on the
cross-section view in P6, Figure 7. In about the same depth range, there is also a velocity reduction of about
5%–10% from the Mojave block to the San Gabriel block across the SAF (Figure 3a).

In CVM-S4.26, we can see velocity contrasts across the Garlock Fault (GF) at nearly all depth ranges (Figure 3a). At
2–4km depths, the GF separates the high velocities in the Tehachapi Mountains from the low velocities in the
Antelope Valley and the intermediate velocities in the western Mojave Desert. From 10 to 16km, the velocities
in the Tehachapi Mountains are nearly 20% lower than those in the western Mojave. Within the same depth
range, the velocities in the Indian Wells Valley north of the GF are about 20% higher than those in the Rand
Mountains south of the GF. Further to the east, the velocities in the Searles Lake, the Slate Range, and the
Panamint Range to the north of the GF are about 15% lower than those in the Granite Mountains south of the GF.

At 2 km depth, the Sierra Nevada Fault Zone separates the high velocities in the Sierra Nevada from the low
velocities in the Owens Valley (Figure 3a). The velocity contrast across the Kern Canyon Fault (KCF) can be
seen at 6–12 km depths and on average the velocities west of the KCF are higher than those east of it. The
velocity contrasts across the Eastern California Shear Zone are evident at upper and middle crustal depths.
The San Gabriel-Sierra Madre-Cucamonga Faults (SGSMCF) forms the southwestern boundary of the San
Gabriel block, and the velocity contrasts across SGSMCF can be seen at most depth ranges. At 2 km depth,
the northern segment of the San Jacinto Fault, also known as the Claremont Fault, separates the low
velocities in the San Bernardino Basin from the high velocities in the Peninsular Ranges. At the same depth,
south of the Temecula Elsinore, the Elsinore Fault separates the high velocities in the southwest from the
intermediate to low velocities in the northeast.

Along the LARSE-II profile, we see a low-velocity wedge lies under the San Fernando Valley from about 6 km
depth to about 19 km depth in CVM-S4.26 (Figure 8). High-velocity bodies lie on both sides of the low-velocity
wedge. The velocity contrasts along the south and the north sides of the low-velocity wedge are aligned
with projections of the Northridge Thrust Fault and the San Fernando Thrust Fault on the LARSE-II profile
[Carena and Suppe, 2002; Fuis et al., 2003].

7. Discussion

CVM-S4.26 reveals strong crustal heterogeneities throughout Southern California. The interpretations for
many of the structural features in this model, especially at middle to lower crustal depths, are still uncertain.
For instance, in CVM-S4.26, there exists a pervasive low-velocity layer at about 12–17 km depth under most of
the Western Mojave, the San Gabriel, the Southernmost Sierra Nevada, and the Salinian block. We laterally
averaged the P and S wave velocities and the Poisson’s ratio in Western Mojave to obtain the averaged
velocity-depth and Poisson’s ratio-depth profiles. Both the averaged P and S wave velocities show a low-
velocity layer with about 11% maximum reduction at 12–17 km depth, and the averaged Poisson’s ratio has
about 8% maximum increase within the same depth range (Figure 10). This middle crustal low-velocity layer
is visible on the cross sections along the LARSE-I and -II profiles (Figure 8). It is also seen along a longer profile
from the receiver function study of Porter et al. [2011] (Figure 10). One possible interpretation is that this low-
velocity layer corresponds to the underplated schists derived from the adjacent accretionary trench complex
during the Laramide shallow flat subduction and later uplifted to middle crustal depths and partially
exhumed during the post Laramide extensional collapse of the crust [e.g., Saleeby, 2003; Ducea et al., 2009].
More in-depth studies on such issues should take into account laboratory measurements of the relevant
types of rocks at various pressure and temperature conditions [e.g., Christensen and Mooney, 1995; Pellerin
and Christensen, 1998] and also regional tectonics [e.g., Ernst, 1981], which are beyond the scope of this paper.

The SSJB, which is mostly missing in our starting model CVM-S4, has been reconstructed in CVM-S4.26
(Figure 3a) through our F3DT, and our inverted basin structure is in broad agreement with external
constraints, such as sonic logs and industrial seismic reflection/refraction data, not included in our inversion
(A. Plesch, personal communications, 2014). The accumulative velocity perturbation inside the SSJB through
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Figure 10. Blue solid line in upper left plot: the western Mojave region in which the laterally averaged velocities and Poisson’s ratio were obtained. Black solid lines in
upper right plots: the laterally averaged depth-dependent P and S wave velocities and the Poisson’s ratio for the western Mojave region. The grey zones on both sides
of the black solid lines show the ranges of 1 standard deviation. The figure of receiver function stack is from Porter et al. [2011] with permission from Ryan Porter. The
three thin white lines in Porter et al. [2011] show the middle crustal low-velocity zone. These three white lines are duplicated at the same locations on the 2-D cross
sections of the three CVMs. We note that in Porter et al. [2011], a Pwave velocity of 6.4 km/s and a Vp/Vs ratio of 1.75 were used to convert the time axis to the depth axis.
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the 26 iterations was over 60%, which suggests that our iterative tomographic navigation process can
effectively account for the nonlinearity in structural inverse problems. The number of earthquake
seismograms in and around the SSJB is much lower than in the rest of the Southern California. Our basin
structure is therefore mostly constrained by ambient-noise correlagrams for stations pairs crossing the SSJB.
The Fréchet kernels of the ambient-noise correlagram between two stations were computed by assuming a
spatially Dirac virtual source located at one of the stations [Chen et al., 2010; Xu et al., 2013]. For uneven
distributions of noise sources, the virtual source at one of the stations is usually smeared in both space and
time and the algorithm that accounts for this smearing in the Fréchet kernels is given in Tromp et al. [2010]. In
this study we did not adopt this algorithm for the following reasons:

1. The computational cost of this algorithm is significantly higher.
2. This algorithm requires a noise source distribution, which is usually unknown, and errors in the assumed

noise source distribution can still introduce errors into the kernels.
3. Previous studies have shown that the phase measurements of the ambient-noise correlagrams in

Southern California are relatively robust [e.g., Ma et al., 2008].
4. For inversions that involve a large number of kernels, errors in individual kernels are likely to be averaged

out during the inversion process.

The fact that we were able to reconstruct the SSJB in our inversion by using mostly ambient-noise
correlagrams contributes another evidence that ambient-noise correlagrams can be used to improve the
structure model in F3DT, complementary to earthquake seismograms.

From iteration 20 to 21, we switched fromAW-F3DT to SI-F3DTand the convergence rate increased by a factor of
about 16 (Figure 2). We attribute this increase in the convergence rate to the use of the approximate Hessian in
SI-F3DT. In Chen et al. [2007a], we estimated that six–seven AW iterations based on the conjugate-gradient
(CG) algorithm could match one SI iteration based on the Gauss-Newton (GN) algorithm. For the 2-D numerical
experiment carried out in Tape et al. [2007], it took seven CG-based AW iterations to match one GN iteration.
Results from this study have shown that for realistic complex 3-D structure models, the number of CG-based
AW iterations required to match one GN-based SI iteration is significantly higher than the previous estimates
in Chen et al. [2007a] and Tape et al. [2007]. The computational efficiency of SI-F3DT depends very much upon
the efficiency of the LSQR code used for solving equation (8). In the 26th iteration, our linear system has over
38 million columns and over 261 million rows. The total number of nonzero elements in the matrix is over
144 billion. We have redesigned the parallel implementation of the LSQR algorithm to solve such large linear
systems efficiently on distributed-memory parallel computer clusters [Lee et al., 2013]. Our optimized LSQR
code was able to complete 300 LSQR iterations within 5min of wall time on 11,200 CPU cores, which is nearly
2 orders of magnitude faster than the LSQR code in the PETSc library [Balay et al., 1997].

8. Conclusions

We have successfully applied both AW-F3DT and SI-F3DT to iteratively improve the SCEC CVM-S4 through a
hands-on tomographic navigation process. The resulting model, CVM-S4.26, reveals strong crustal
heterogeneities throughout Southern California. At shallow depths, CVM-S4.26 shows excellent correlationwith
surface geology and conformance tomapped fault structures. Atmiddle to lower crustal depths, CVM-S4.26 has
high correlations with 2-D refraction tomography models obtained from past active-source seismic surveys.
Synthetic seismograms computed using CVM-S4.26 show remarkable fit to an extensive data set, including over
38,000 earthquake seismograms and over 12,000 ambient-noise correlagrams, at frequencies up to 0.2Hz. In a
companion paper, Lee et al. [2014], we tested the waveform prediction capability of CVM-S4, CVM-S4.26, and
CVM-H11.9 by comparing synthetic seismograms computed using the three CVMs with over 900 seismograms
recorded from two recent Los Angeles earthquakes, the 17 March 2014 Encino earthquake (MW4.4) and the
29 March 2014 La Habra earthquake (MW5.1). Seismograms from these two recent earthquakes were not
used in deriving the three CVMs; therefore, they provide prospective tests of the models’ forecasting skill. In
general, synthetics computed using CVM-S4.26 provide substantially better fit to observed seismograms at
frequencies below 0.2Hz than those computed using the other two CVMs. Efforts are currently underway to
extend the same F3DT process to the statewide California and also to further improve the accuracy of our
crustal model by assimilating observed waveforms at higher frequencies. We are also extending our F3DT
methodology and software to include intrinsic attenuation and anisotropy. We expect our crustal model to be
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useful for a wide variety of applications in California, including long-term seismic hazard assessment and
earthquake early warning.

Appendix A: Seismogram Processing

Earthquake seismograms were collected from 258 three-component, broadband stations in seven different
seismic networks (Figure 1 and Table A1). The majority of those seismograms were downloaded from the
Southern California Earthquake Data Center (SCEDC), and seismograms from temporary seismographic
deployments were downloaded from the Data Management Center (DMC) of Incorporated Research Institutions
for Seismology (IRIS). Horizontal component seismograms were rotated into the radial and transverse
components, and a very small number of seismograms were rejected during this process because of the two
horizontal components not being orthogonal to each other during the recording of some earthquakes. The
mean and the linear trend of each seismogramwere removed, and a Hanning taper was applied.We then filtered
each seismogram using a band-pass Butterworth filter with corners at 50 s and 5 s periods. The filtered
seismograms were checked for signal-to-noise (SNR) ratio. We used two types of SNR definitions:

SNRE ¼ ES=EN ¼
∫
t1S

t0S

uobs tð Þ½ �2dt= t1S � t0S
� �

∫
t1N

t0N

uobs tð Þ½ �2dt= t1N � t0N
� � ;

SNRA ¼ Amax
S =Amax

N ;

where uobs(t) is the observed seismogram, t0N; t
1
N

� �
and t0S ; t

1
S

� �
are timewindows containing the background noise

and the seismic signal, and Amax
N and Amax

S are the maximum amplitudes of the noise and the seismic signal.
We used a segment of the seismogram before the estimated first arrival time as the noise window. We rejected

the seismograms with either SNRE or SNRA less
than 3. A very small number of seismogramswere
also rejected because of instrument problems
related to polarity reversals and gain corrections,
which were easily detected by comparing with
seismograms from neighboring stations during
our CMT inversion stage [Lee et al., 2011]. The
number of earthquake seismograms increased
through our tomographic navigation process and
reached 38,069 by the 26th iteration (Table A2).

The ambient-noise correlagrams were obtained
through the procedure documented in Prieto
et al. [2011]. Only Rayleigh waves on vertical
component correlagrams were used in our
inversion. The amplitude spectrums of the
ambient-noise correlagrams usually show two
peaks at around 0.065Hz and 0.14Hz associated
with the primary and the secondarymicroseisms

Table A1. Seismic Networks and the Number of Broadband Stations in Each Network Used in This Study

Network ID Network Name Data Source Station Number

AZ ANZA Regional Network SCEDC 17
BK Berkeley Digital Seismic Network (BDSN) SCEDC 2
CI Caltech/USGS Regional Seismic Network SCEDC 199
NR; RB NARS-Baja Network SCEDC 4
TA USArray Transportable Array SCEDC 12
XE Sierra Nevada EarthScope Flex Array IRIS 24

Table A2. The Number of Different Types of Seismograms,
Waveforms, and GSDF Phase-Delay Measurements Used in the
26th Iteration

Seismograms

Earthquake seismograms 38,069
ANGF-h 10,853
ANGF-l 12,581
Total 61,503

Waveforms
Earthquake waveforms 43,496
ANGF-h waveforms 10,853
ANGF-l waveforms 12,581
Total 66,930

GSDF Phase Delays
Earthquake measurements 401,838
ANGF-h measurements 61,939
ANGF-l measurements 50,090
Total 513,867
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(Figure A1). To isolate the two
microseism sources, we applied two
band-pass Butterworth filters on each
ambient-noise correlagram, one with
corners at 33.33 s and 10 s periods and
the other with corners at 9 s and 5.56 s
periods (Figure A1), and obtained two
filtered ambient-noise correlagrams,
which we call “ANGF-low” (i.e., filtered
with the lower pass band) and
“ANGF-high” (i.e., filtered with the higher
pass band). The filtered ambient-noise
correlagrams were checked for SNR, and
we rejected those with SNRE or SNRA less
than 3. In the 26th iteration, we used
12,581 ANGF-low and 10,852 ANGF-high
ambient-noise correlagrams (Table A2).

The selected earthquake seismograms
and ambient-noise correlagrams were
compared with the corresponding
synthetic seismograms, and misfit
measurements were made on selected
waveforms. The waveforms used for
making misfit measurements were
selected in each iteration using a
semiautomatic algorithm documented
in Lee and Chen [2013]. The total
number of waveforms used in the last

iteration was 66,930 (Table A2). The frequency-dependent GSDF measurements [Gee and Jordan, 1992] were
made on the selected waveforms. An example of the GSDF analysis on an earthquake waveform used in this
study is shown in Figure A2. In the last iteration, we inverted 513,867 frequency-dependent GSDF phase-
delay measurements, among which about 22% were measured on ambient-noise correlagrams (Figure A3).

Appendix B: Wave-Equation Solver

Our wave-equation solver is the Anelastic Wave Propagation (AWP-ODC) code [Olsen, 1994; Cui et al., 2009],
which solves the 3-D (visco)elastic wave equation using the fourth-order, staggered-grid finite-difference
method. It implements the perfectly matched layer for absorbing boundaries [Marcinkovich and Olsen, 2003]
and has been parallelized using the message passing interface. The simulation volume is 900 km long,
450 kmwide, and 50 km deep (Figure 1). It is discretized into a uniformmesh with 500m grid spacing, and the
total number of grid points is about 162 million. For the maximum frequency of the synthetic seismograms at
0.2 Hz, we have nine grid points per minimum wavelength. For the fourth-order finite-difference scheme
adopted in AWP-ODC, four–five grid points per minimum wavelength are usually sufficient for modeling
body waves accurately and eight–10 grid points per minimumwavelength are sufficient for modeling surface
waves accurately. The maximum P wave velocity inside our simulation volume is around 8200m/s.
Considering the Courant-Friedrichs-Lewy stability condition, we use a time step length of 0.03 s in our
simulations. The length of the synthetic seismograms is 180 s, and the total number of time steps is 6000. On
the IBM Blue Gene/Q system, each simulation uses 2048 cores for about 15min of wall time.

In the modeling region, spherical coordinates were converted to Cartesian coordinates using the universal
transverse Mercator projection. For the longest source-receiver distance involved in our inversion, which was
about 606 km, the distortion in distance caused by our coordinate conversion was less than 0.2%. According
to the Earth-flattening transformation [Aki and Richards, 2002], the depth-dependent velocity bias caused by
our coordinate conversion should be about 0.5% at 30 km depth.

Figure A1. Black solid line: the averaged amplitude spectrum of all ambient-
noise correlagrams used in this study; black dash lines: the amplitude
spectrums filtered using the two Butterworth band-pass filters.
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Appendix C: Computational Cost

For the 18 AW iterations we have carried out so far, the forward and the adjoint strain fields for each
earthquake source, or virtual source in the case of ambient-noise correlagrams, were both computed using
the AWP-ODC code. For each source, the forward simulation was carried out first and the synthetic
seismograms and the forward strain fields were stored on disk. The misfit measurements were made using

Figure A2. An example of measuring frequency-dependent GSDF phase delay and amplitude-reduction times on an earth-
quake waveform. (a) Observed (solid line) and synthetic (dash line) seismograms; (b) The top traces show the target
observed waveform (solid line) and the selected synthetic waveform (isolation filter) (dash line); the bottom traces show
the fit between the observed waveform (solid line) and the synthetic waveform (dash line) corrected using the frequency-
dependent phase and amplitude misfit measurements shown in Figures A2d and A2e. (c) The amplitude spectrums of the
observed (solid line) and synthetic (dash line) waveforms, the horizontal solid and dash lines indicate 33% of the peak
amplitudes of the observed and synthetic waveforms, respectively. (d) Frequency-dependent phase delay of the observed
waveform relative to the synthetic waveform (solid line), horizontal dotted line indicates the broadband cross-correlation
phase delay, outside the vertical dash line the amplitude of the synthetic or the observed waveform falls below 33% of the
peak amplitudes. (e) Frequency-dependent amplitude-reduction times, the horizontal dotted line indicates the natural log of
the broadband cross-correlation amplitude ratio, the vertical dash line has the same meaning as in Figure A2d.
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those synthetics, and the adjoint source field was constructed. Then we ran the adjoint simulation using the
adjoint source field as the source. After all time steps were completed in the adjoint simulation, the forward
strain fields were read back from the disk, reversed in time, and the zero-lag temporal correlation with the
adjoint field was computed at every spatial grid point. The resulting “adjoint kernel” was written to disk and
the forward strain fields for this source were deleted from disk.

The strain fields were decimated by a factor of 2 in each spatial dimension and a factor of 10 in the time
dimension before they were written to disk. The highest frequency in the simulations was 0.2 Hz. A
decimation factor of 10 in time gave a temporal sampling interval of 0.3 s, which amounted to about 17
points per minimum period and was sufficient for avoiding temporal aliasing effects. The adjoint kernel was
usually much smoother than the oscillatory wave fields, and a decimation factor of 2 in each spatial
dimension did not introduce any spatial aliasing effects. The disk space for storing the decimated strain fields
of one source was about 200Gb.

The adjoint kernel was preconditioned based on the geometric spreading factor, a technique similar to that in
Fichtner et al. [2009], to reduce the excessively large sensitivities in the vicinities of the sources and receivers.
The summation of all adjoint kernels gave the gradient of the objective function. The gradient was then
smoothed by convolving with a three-dimensional spatial Gaussian function [Tape et al., 2007, 2010]. The
horizontal width and the vertical width of the Gaussian function were chosen separately to maximize
the reduction of the objective function in that iteration. The descent direction was computed using the
smoothed gradient according to Fletcher-Reeves’ conjugate-gradient algorithm [Press et al., 1992]. A line
search was then performed along the descent direction using a quadratic interpolation method [e.g., Tromp
et al., 2005; Tape et al., 2007].

In the SI iterations, both the source-side strain fields and the receiver-side strain Green tensors (RSGTs) [Zhao
et al., 2005, 2006] were computed using the AWP-ODC code. The strain fields were decimated by a factor of 2
in each spatial dimension and a factor of 10 in time. For ambient-noise correlagrams, the receivers were also
virtual sources. Since we were using only the vertical component correlagrams in our inversion, only one
finite-difference simulation with a vertical point force at the virtual source location was needed for each
virtual source. For all ambient-noise correlagrams used in our inversion, the total amount of disk space
needed to store the strain fields for about 200 virtual sources was about 39 Tb. Once all the strain fields were
obtained, the data sensitivity kernels for all misfits measured on ambient-noise correlagrams were computed
using the scattering-integral method [Zhao et al., 2005, 2006; Chen et al., 2010]. The strain fields were all
deleted from the disk after the data sensitivity kernels for all ambient-noise correlagrams were obtained.

For the 160 earthquakes used in our inversion, we stored all the source-side strain fields on disk, which
occupied about 31 Tb disk space. The RSGTs were not written to disk. Once a RSGT was computed, it was kept

Figure A3. Distribution of all GSDF phase delays for the last iteration at different frequencies for both earthquake
waveforms and Rayleigh waves on ambient-noise correlagrams.
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in memory and all the data sensitivity kernels involving that RSGT were computed by reading the source-side
strain fields back from the disk and performing the scattering integral. Once the data sensitivity kernels for all
earthquakes were completed, the source-side strain fields were all deleted from the disk. The peak disk
storage for one SI iteration was therefore around 39 Tb.

Figure D1. Examples of frequency-dependent data sensitivity kernels and the corresponding adjoint kernel for the waveforms shown in Figure A2. (a) Observed
(black) and synthetic (red) waveforms; (b) broadband cross-correlation phase delay (red line) and frequency-dependent GSDF phase delay (black circles); (c) map
view at (top) 5 km depth and (bottom) the cross-section view along the source-receiver path of the data sensitivity kernel for the broadband cross-correlation phase
delay; (d, e) map view at 15 km and 2 km depths and cross-section view along the source-receiver path of the data sensitivity kernels for GSDF phase delay at 0.07Hz
and 0.2 Hz; (f ) map view and cross-section view of the adjoint kernel, which is the summation of the data sensitivity kernels weighted by their corresponding
measurements shown in Figure D1b. Vertical exaggeration on cross-section views is 2. Red indicates negative sensitivity (i.e., an increase in the velocity will result in a
reduction in the misfit measurement) and blue indicates positive sensitivity.
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The data sensitivity kernels and the Jacobian matrix were stored in the compressed-sparse-column format
[e.g., Bai et al., 2000], and the disk space needed for storing the Jacobian consisting of more than 0.5 million
data sensitivity kernels in our last SI iteration was around 7 Tb. Once the Jacobian matrix was constructed, the
solution of the Gauss-Newton normal equation was then obtained by solving equation (8) using the

optimized LSQR algorithm [Lee et al., 2013]. Following Chen et al. [2007b], the “roughing operator” C�1=2
m was

chosen to be a linear combination of the identity operator and the Laplacian operator. The LSQR solver was
run for a number of times for different damping coefficients, and the optimal damping coefficients were
picked based on the L curvemethod. An optional line-search step could also be performed along the descent
direction given by the LSQR solution.

Appendix D: Data Sensitivity Kernels

The SI method in Zhao et al. [2005, 2006] was derived for broadband cross-correlation traveltime delays and
broadband cross-correlation amplitude ratios. To extend the same algorithm to a more general definition of

Figure E1. Distributions of errors for (top) frequency-dependent GSDF phase delay measured on earthquake waveform
and (bottom) Rayleigh waves on ambient-noise correlagrams at 0.07Hz, 0.1 Hz, 0.14Hz, and 0.17Hz. Red solid lines: best
fit Laplacian distributions; red dash lines: best fit normal distributions.
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misfits, we introduced the concept of a
seismogram perturbation kernel (SPK),
which is the Fréchet derivative of the
misfit measurement with respect to the
synthetic waveform [Chen et al., 2007a;
Chen, 2011; Liu and Gu, 2012]:

δd ¼ ∫J tð Þδu tð Þdt

where J(t) is the SPK and u(t) is the
synthetic seismogram. For the
broadband cross-correlation traveltime
delay, the SPK is the negative of the
energy-normalized synthetic particle-
velocity seismogram within the
specified time window [Luo and
Schuster, 1991; Tanimoto, 1995; Zhao
and Jordan, 1998; Dahlen et al., 2000;

Chen et al., 2007a]. For the frequency-dependent GSDF phase delay, the SPK, Jp(t,ω), where ω is the angular
frequency at which the narrowband phase-delay misfit was measured, was derived in Chen et al. [2010].
The SPK for the frequency-dependent GSDF group delay Jg(t,ω) can be approximated by numerically
differentiating ωJp(t,ω) with respect to ω using

Jg t;ωð Þ ≈ ωþ Δωð ÞJp t;ωþ Δωð Þ � ωJp t;ωð Þ� �
=Δω

where Δω is a sufficiently small frequency interval. Once the SPK is available, the data sensitivity kernel for the
misfit can be computed by multiplying the space- and time-dependent Born kernel [e.g., Dahlen and Tromp,
1998; Zhao et al., 2000] with the SPK and then integrating over time at every spatial grid point [Chen et al.,
2007a]. The adjoint source field for a seismic source can be obtained by multiplying all the SPKs associated
with the seismic source with their corresponding misfit measurements, reversing the time axis and
positioning them at their corresponding receiver locations [Chen et al., 2007a]. The adjoint kernel of a seismic
source obtained by computing the zero-lag temporal correlation between the adjoint wavefield and the
time-reversed forward wavefield is a misfit-weighted summation of all the data sensitivity kernels associated
with that seismic source [Tromp et al., 2005; Chen et al., 2007a].

Examples of the data sensitivity kernels for the broadband cross-correlation traveltime delay and the
frequency-dependent GSDF phase delay computed using the SI method and the corresponding adjoint
kernel computed using the AW method are shown in Figure D1. At lower frequencies, the data sensitivity
kernels have wider first Fresnel zones and higher sensitivities at larger depths. The adjoint kernel is the misfit-
weighted summation of the data sensitivity kernels at all frequencies. At lower frequencies, the GSDF phase-
delay misfits are negative and the adjoint kernel at larger depths is positive, indicating that the reference
S wave velocity is too slow at those depths. At higher frequencies, the GSDF phase-delay misfits are positive
and the adjoint kernel at shallower depths is negative, indicating that the reference Swave velocity is too fast
at those depths. The broadband cross-correlation traveltime delay for this example is nearly zero, and the
corresponding adjoint kernel also has nearly zero amplitude throughout the region. The use of the
frequency-dependent GSDF misfits can therefore substantially improve the resolution of our inversion.

Appendix E: Noise Model

For each GSDF phase-delay measurement we can estimate its measurement error using the SPK:

e ωð Þ ¼ ∫Jp t;ωð Þq tð Þdt
where q(t) is our estimate of the noise in the observed seismogram. For an earthquake recording, we estimate
the seismogram noise using a segment of the seismogram within the time window [t0� T, t0), where t0 is
the time of the first break of the first arrival on the earthquake recording and T is set to 100 s in our study. For an
ambient-noise correlagram, we estimated the noise by subtracting the correlagram obtained using 2 years of
noise recordings from the correlagram obtained using 9months of noise recordings. Histograms for the

Figure E2. Frequency dependence of the standard deviation (blue) and
the diversity (red) of the best fit normal and Laplacian distributions for
errors of measurements made on earthquake waveforms (circles) and
Rayleigh waves on ambient-noise correlagrams (triangles).
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estimated measurement errors of the GSDF phase-delay misfits measured at four different frequencies for
earthquake recordings and ambient-noise correlagrams are shown in Figure E1. The histograms are better
modeled using Laplace’s first law of errors, which is known as the Laplacian or the double-exponential
distribution, than using Laplace’s second law of errors, better known as the Gaussian or normal distribution.
Both the mean and the median of the histograms are very close to zero for all frequencies.

In Figure E2, we show the frequency dependence of the measurement errors. For earthquake recordings, the
increase in the standard deviation and the diversity at frequencies below 0.08Hz is likely due to the reduced
signal-to-noise ratio at those frequencies. The standard deviation curves for earthquake recordings and
ambient-noise Green’s functions cross each other at ~0.14Hz, which happens to be around the peak of the
amplitude spectrum associated with the primary microseisms. The same is true for the two diversity curves.
Below ~0.14Hz, the standard deviation (diversity) of measurement errors for ambient-noise Green’s functions
increases with period faster than that for earthquake recordings, which may suggest a compound effect of

Figure F1. Recovered checkerboards at (a–d) 5 km, (e–h) 15 km, and (i–l) 25 km depths computed using the Jacobian of frequency-dependent GSDF phase delay
measured on both earthquake waveforms (EFP) and ambient-noise correlagrams (AFP) (first column), the Jacobian of GSDF phase-delay measured only on
ambient-noise correlagrams (second column), the Jacobian of GSDF phase-delay measured only on earthquake waveforms (third column), and the Jacobien of
broadband cross-correlation phase-delay measured on both earthquake waveforms (EBP) and ambient-noise correlagrams (ABP) (fourth column). The size of the
checker is 10 km by 10 km at 5 km depth and 15 km by 15 km at 15 km and 25 km depths.
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reduced signal-to-noise ratio, reduced randomness of the noise sources, and/or slower convergence toward the
true Green’s function, at those frequencies. At frequencies higher than ~0.14Hz, the standard deviation
(diversity) of measurement error in ambient-noise Green’s functions reduces with frequency faster than that for
earthquake recordings, which may suggest increased randomness of the noise sources and/or faster
convergence toward the true Green’s function at those frequencies [e.g., Snieder, 2004; Kimman and
Trampert, 2010].

Appendix F: Resolution Analysis

In our checkerboard tests, the model perturbation Δmk was chosen to be 3-D checkerboards with different
checker sizes and we computed the synthetic data using the left-hand side of equation (8). Those synthetic
data were then inverted by solving equation (8) using our LSQR solver. The differences between the
recovered model and the input model depend upon the characteristics of the approximate Hessian, which
were mainly determined by the source-receiver geometry, the waveforms used in the inversion, and the data
sensitivity kernels for the misfit measurements made on those waveforms. For comparison, we also
computed the data sensitivity kernels for broadband cross-correlation traveltime delays for all the waveforms
used in our last SI iteration. Figure F1 shows the recovered checkerboards at different depths computed using
the Jacobian of frequency-dependent GSDF phase-delay misfits and the Jacobian of broadband cross-
correlation traveltime delays for earthquake seismograms only, the ambient-noise correlagrams only, and for
the two data types combined. The use of the frequency-dependent GSDF misfits can significantly improve
the resolution of the recovered model, especially at middle to lower crustal depths. The use of the ambient-
noise correlagrams significantly improved the source-receiver path coverage, especially in the SSJB, the Sierra
Nevada, and the Basin and Range provinces, where the number of earthquake seismograms is relatively low.
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